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I. Statement of Problem Studied 
 
IBM, working together with Boston University (BU), set out a concerted research 
program with the goal of laying the foundations for novel devices and computing 
technologies, both quantum and classical, which are based on the manipulation of spins 
and magnetization transport in nanometer-scale structures.  The work involved preparing 
the systems of magnetic impurities, controlling and detecting the atoms and spins, and 
understanding the results via the overlapping theory work.  Leveraging IBM’s 
experimental facilities and using IBM and BU’s established expertise in STM 
nanoassembly and theoretical modeling of spin dynamics targeted two main goals: 
 
 

• Establish a fundamental understanding of the spin dynamics of nanoassembled 
structures  

• Explore the potential for coupled-spin nanostructures that transport and process 
information 

 
As an overall challenge, it is not at all clear that running an electrical current through a 
nanometer scale structure is the optimum way to transport information in such 
dimensions.  Power dissipation, localization, and electromigration are all problems that 
have to be reexamined in such small structures.  An alternative method for transporting 
information and doing logical operations on that information is to use the electron’s spin 
degree of freedom as opposed to its momentum degrees of freedom.  IBM and BU 
wanted to understand the physics of transporting and doing logic on information using 
just the spin degree of freedom.  To achieve this broad long-term goal, IBM built a new 
low-temperature (0.6 K) high-field (7.5T) STM for studying the spin physics of small 
structures while simultaneously conducting studies with its existing low-temperature 
STM.   
    IBM’s experimental technical goals included: 

• Demonstrate spin polarization of tunneling current when tunneling into the 
bound-state excitation at a magnetic impurity atom on the surface of a 
superconductor, metal, or insulator  

• Measurement of the g value of a single atom 

• Measure spectrum of spin excitations in nanoassembled magnetic structures. 

• Build a foundation of knowledge concerning the magnetic properties of 
nanostructures 

• Explore device structures for information transport and processing which 
utilize the spin degree of freedom of the structures 

• Explore the use of tips with specialized materials for both tip and terminating 
atomic-scale structures as a sensitive probe of the local spin polarization of 
nanometer scale systems 
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On the theory side, the ambitious goals were to combine three complex systems in order 
to understand and predict STM measurements: 1) the STM tip, and its interactions with 
the surface atoms and adatoms; 2) adatoms, with typically many-body behavior of Kondo 
effects, magnetism, or both; and 3) the host with bulk states and surface states. Each of 
these three is a project in of itself, and then to combine them into one Hamiltonian and 
obtain solutions was the grand challenge of IBM and BU working together. In the process 
of this, BU also had to develop a local density functional approach to the surface states, 
and especially wave functions as they tail into the vacuum as much as 16 or more 
Angstroms away. So IBM and BU’s calculations were both many-body analytic, and also 
heavily numerical.  
    IBM also was interested in developing structures for STM tips for spin detection.  
IBM’s theory approach structure of choice was a nanoscale (in all dimensions) magnetic 
tunnel junction, and a portion of the theory work was to develop a working model for 
magnetic tunnel junctions in which interface effects were predominant, and see the 
effects on spin tunneling current.  
     The third aspect of the theory at IBM was to explore any effects of current-induced 
magnetization reversal, since a magnetic tunnel junction with nanoscale dimensions in all 
three directions on an STM tip is nothing more than a magnetic sandwich in a nanowire. 
Such a structure on an STM tip would easily experience currents in the range of current-
induced magnetization reversal, and IBM wished to explore how to predict and control 
these effects. 
 
IBM and BU’s longer-range technical goals for spin-current devices were: 

• Develop predictive many-body theory for the transition from isolated-impurity 
to spin-coupled states of impurities in nanoscale structures. 

• Determine controlling factors for propagation of spin coherence information 
between Kondo impurities in atomic nanostructures. 
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II. Summary of Results 
 
A. Experiment 
Summary 
This reporting period saw progress in three aspects of IBM’s experimental program to 
probe and manipulate the magnetic properties of nano-scale structures with the scanning 
tunneling microscope (STM).  

Single-atom spin-flip spectroscopy 
First, IBM was able to achieve the milestone of single-atom spin-flip spectroscopy with 
the STM. IBM demonstrated the ability to measure the energy required to flip the spin of 
single adsorbed atoms. A low-temperature, high-magnetic-field scanning tunneling 
microscope was used to measure the spin excitation spectra of individual Mn atoms 
adsorbed on Al2O3 islands on a NiAl surface. IBM found pronounced variations of the 
spin-flip spectra for Mn atoms in different local environments. In particular, Mn atoms 
were placed on thin oxide films and g values in the range of 1.80 to 2.00 were measured. 
This is the first step to fulfilling the goal of directly measuring the magnetic excitations 
of magnetic nanostructures in a solid state environment. This work was made possible 
because of the successful construction and use of the world’s first low-temperature 
(T<1K) high-magnetic-field STM with ultra-high vacuum sample preparation.  
 
 Second, IBM studied the influence of the solid state environment on the magnetic 
excitation spectra of single Mn atoms. When Mn atoms were placed near the edge of thin 
oxide islands IBMfound the emergence of an enhanced zero bias conductance. This 
manifestation of the Kondo effect is similar to the Kondo effect in other nanostructures 
and notably clearer than previous STM investigations. 

A paper encompassing both aspects of the magnetic excitations of individual atoms has 
been published by Science Magazine in November of 2004. 

Third, IBM finalized its work on the spectroscopic properties of physisorbed molecular 
hydrogen in nanoscopic junctions. While IBM’s results were obtained in an STM these 
findings are equally important for the emerging field of molecular electronics. A 
manuscript has been submitted to Phyical Review Letters and is currently under review. 

Details 
In this reporting period IBM reached the milestone of using a scanning tunneling 
microscope (STM) to measure the Zeeman energy of individual Mn atoms in a solid-state 
environment. These measurements utilized inelastic tunneling spectroscopy (IETS), a 
technique originally developed to measure vibrational excitations of single molecules. 
This constitutes significant progress towards the use of STM for the measurement of the 
magnetic properties of artificial and self-assembled nanostructures. 
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The energy scale associated with magnetic excitations of atoms is the Zeeman energy, 
∆ = gµBH. For a free electron with a g value of 2.0 and for magnetic fields achievable in a 
lab of order 10T this energy is of order 1 meV. To resolve such a small energy scale in a 
tunnel junction it is necessary to work at temperatures below 1K. In the last reporting 
period IBM described the successful design, construction, and operation of the world’s 
first STM with such temperature and magnetic field requirements and ultra-high vacuum 
sample preparation. This novel STM was used extensively in this period and is operating 
at and above expectations. 

IBM found previously that a magnetic atom directly on top of a metal substrate interacts 
too strongly with the conduction electrons in the substrate to show IETS spin-flip spectra. 
IBM therefore chose a sample configuration consisting of insulating Al2O3 on a 
NiAl (110) metallic substrate. This oxide is thin enough to allow stable tunneling even at 
low bias voltages, but thick enough to place the adsorbate away from the substrate 
electrons to avoid screening of the adsorbate's magnetic moment, and consequently to 
allow spin-flip spectroscopy. The NiAl sample is prepared so that it is partly covered 
with well-ordered 0.5 nm thick oxide, and the rest of the surface exposes atomically clean 
NiAl (110) metal. One of the key features of the new STM is the fact that IBM can 
transfer samples directly from a room-temperature vacuum chamber, where the samples 
are prepared, into the cold STM. This assures atomic cleanliness of the sample in the 
STM. 

When the tip was positioned over a Mn atom on oxide IBM found a marked magnetic-
field dependence of the conductance. At IBM’s maximum field of B = 7 T the 
conductance was reduced near zero bias, with symmetric steps up to a 20% higher 
conductance at the Zeeman energy of |∆| = gµBB ~ 0.8 meV. These conductance steps 
were absent at B = 0. Furthermore, no conductance steps were observed when the tip was 
positioned over the bare oxide surface, over the bare metal surface, or over a Mn atom on 
the metal surface. The spatial extent of the conductance step (the IETS spin-flip signal) 
was found to be 1 nm in diameter, comparable to the atom’s apparent lateral extent in the 
corresponding STM topograph.  

The measured Zeeman splitting was found to be proportional to the magnetic field and 
well described with g = 1.88 ± 0.02. Other Mn atoms closer to the edge of oxide patches 
showed significantly different g value in the range of g = 1.80 to 2.00. The only 
difference between these Mn atoms is the local environment: they have different lateral 
distances to bare metal region, they may sit at different binding sites in the oxide unit 
cell, and perhaps more importantly, IBM expect the oxide patch to show reconstruction 
near the boundary to minimize its energy. It is one of the great strengths of the STM to be 
able to distinguish differences in these IETS spectra on neighboring atoms. 

 

A second experimental advance in this reporting period was the study of magnetic 
moments interacting strongly with their environment, an important step towards the goal 
of coupling magnetic moments to each other. Many magnetic atoms deposited directly 
onto a metal substrate were shown in previous STM studies to lead to Kondo resonances. 
However, rather than simply resulting in the expected enhanced zero-bias conductance, 
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the Kondo effect was generally obscured by the interference of many tunneling paths 
resulting in more complicated Fano lineshapes.  

IBM found that Mn atoms on oxide that are laterally near metal-oxide interfaces can 
exhibit spectra that differ markedly from the spin-flip IETS of isolated Mn atoms on 
oxide. These spectra show the hallmarks of Kondo resonances: a narrow conductance 
peak with Lorentzian shape at zero bias. IBM found Kondo temperatures between 
TK ~ 3 K and TK ~ 6 K for Mn atoms in different local environments. These Kondo 
temperatures are one order of magnitude smaller than previous Kondo systems 
investigated by STM. IBM believes these lower Kondo temperatures are a manifestation 
of the reduced coupling of the magnetic moments to the conduction electrons due to the 
thin oxide film. For the first time in STM studies of Kondo systems, IBM was able to 
measure the splitting of the Kondo resonance in magnetic fields. 

IBM also attempted to perform controlled manipulation of Mn atoms on the oxide film 
with the STM as part of IBM’s effort towards its next milestone of using the STM to 
probe the magnetic properties of artificially assembled nanomagnets. These 
manipulations turned out to be significantly more difficult than moving atoms on noble 
metal surfaces for two reasons. First, IBM has to keep the tip far away from the Mn on 
oxide because there is a high probability of transferring the Mn atom to the tip in an 
uncontrolled fashion. It is therefore not possible to slide Mn on oxide with atomic-scale 
control. Second, the Al2O3 on NiAl (110) has a rather complicated structure; it is not 
commensurate with the metal substrate and exposes different binding sites for adsorbates 
in a large surface unit-cell. 

IBM has succeeded in moving Mn atoms between locations on the surface by first 
transferring them to the STM tip and then transferring them back to the surface at the 
desired final location by using an appropriate voltage pulse. This is notable in part 
because it is the first time that metal atoms have been reversibly transferred between a 
surface and the STM tip. Unfortunately this process has worked reliably with only a 
select few STM tips, and IBM is working to understand if this process can be made more 
reliable. During these studies of manipulation of Mn on the thin insulator IBM discovered 
a major drawback for using Al2O3 on NiAl (110) as the substrate for the atomically 
controlled assembly of nanomagnetic structures: when IBM dropped off a Mn atom from 
the tip in the vicinity of a pre-existing Mn atom the original atom would always 
disappear. Of course that makes the controlled assembly of dimers and larger 
nanostructures impossible at the present. IBM believes that other thin insulating 
substrates might be better suited for the manipulation of spins and is looking into 
promising alternatives to Al2O3 on NiAl (110).  

A third experimental avenue in this reporting period was IBM’s work on physisorbed 
Hydrogen in the junction of a low temperature STM. IBM found previously that H2 
accumulates in the tip sample junction of the cold (10K and below) STM and gives rise to 
interesting spectra. In this period IBM was able to conclusively attribute the BCS gap-
like and the negative differential resistance spectra to the same physical origin: inelastic 
excitations with saturation of a two-state system. In brief, IBM observed a two-state 
switching of the elastic conductivity of the tunnel junction when it is excited by an 
inelastic scattering event with the tunneling electron. This is always the case in inelastic 
tunneling spectroscopy; however in all previous studies the lifetime of that excited state 
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was so short that subsequent tunneling electrons would always see the ground state.  Any 
time that lifetimes of excited states occur in the range of the average time between 
tunneling events, similar spectroscopic signatures to the ones IBM measures must be 
expected. IBM therefore believes that this work is relevant to many fields of inelastic 
spectroscopies such as vibrational spectroscopy, and may be particularly important in 
explaining the observed changes in conductivity and negative differential resistance in 
candidate molecular electronics systems. 

 

B. Theory results  
 

1. BU Collaboration: A Comprehensive Theory of STM measurements 
of magnetic atoms on surfaces 
Scanning tunneling microscopy (STM) has become one of the most basic tools for the 
manipulation of matter at the atomic scale. Although this experimental technique has 
reached a great level of maturity, the detailed theoretical understanding of experimental 
data is still incomplete and/or contradictory. 
 
The most famous example of atomic manipulation is probably associated with the surface 
Kondo effect observed when transition metal ions (such as Co) are placed on a metallic 
surface (such as Cu(111)) [1]. The surface Kondo effect is the basis for the observation of 
surprising phenomena such as quantum corrals [2], and quantum mirages [3], and has 
attracted a lot of attention and interest in the last few years. The current understanding of 
these observations is based on the assumption that only surface states of Cu(111) are 
involved in the scattering of electron waves by the Co adatoms [4]. Nevertheless, various 
different experiments with Co atoms on Cu(100) surface (that does not have any surface 
state) [5], or with Co adatoms in Cu(111) put close to atomic surface steps (that affect the 
surface states) [6] have indicated that bulk (not surface) states are behind the surface 
Kondo effect. Meanwhile, the growing theoretical literature in the subject is heavily 
concentrated on the surface states alone. 
 
The theoretical understanding of these effects is the main target of this collaboration 
between IBM-Almaden and Boston University (BU) researchers. The IBM-BU 
collaboration is characterized by the tight link between the experiments conducted at 
IBM-Almaden by Eigler's group and the theoretical group headed by Castro Neto (BU) 
and B. Jones (IBM).  Furthermore, this research has a strong education content since the 
bulk of the work was developed by C.Y. Lin, a PhD student at BU, and is the basis of his 
PhD thesis. 
 
In a STM experiment one measures the voltage V dependence of the tunneling current, I, 
that is, the so-called tunneling conductance, dI/dV , as a function of the lateral distance R 
between the tip and the Co adatom (the tip is kept at a distance Z from the surface), and 
the voltage V . At low temperatures, below a certain temperature TK called the Kondo 
temperature, the experimental data is fitted by [7]: 
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where the differential conductance with a subscript "0" refers to the background signal 
(proportional to the local density of states of the substrate), A(R) is the amplitude of the 
STM signal, q(R) is the Fano line shape parameter, and  is the dimensionless bias 
voltage that can be written as: 

 
where is a bias offset. Depending on the value of q the tunneling conductance changes 
shape as a function of V . This is called the Fano lineshape [8].  
 
It is important to understand the basic physics involved in the problem: when a Co atom 
is placed on a Cu(111) surface it can, in principle, hybridize with the surface and bulk 
states of Cu. Since the hybridization occurs through well localized d-states of Co, the 
Coulomb energy is large leading to a strong magnetic scattering: the Kondo effect. The 
theory of the tunneling conductance [7] relates the basic measured experimental 
quantities (q, ,TK) to microscopic quantities such as the hybridization energies 
between adatom d-state and the substrate, Vka, the STM tip and the substrate, tpk, and 
the hybridization energy between the STM tip and adatom, tpa. These hybridization 
energies are written in term of matrix elements between different wavefunctions. For 
instance, 

 
where k(r) is the substrate wavefunction scattered by the adatom potential, H0 refers to 
the bare metal surface, Va(r) is the adatom scattering potential, and the adatom 3d 
orbital. Similar expressions are written for the tip hybridization energies, tpk and tpa, 
where the matrix elements are calculated between the tip and the substrate (adatom) 
wavefunction [9]. 
 
Since the STM tip can be controlled externally, one works in the linear response regime 
where the tip is weakly coupled to both the adatom and substrate. In this case, the physics 
of the problem is dominated by the hybridization of the adatom with the substrate and the 
STM is just a probe. 
 
The starting point of the theoretical description of this problem is the Anderson impurity 
model [10]: 

 
 

where  is the energy of the substrate electrons,  creation (annihilation) for 
substrate electrons with momentum k and spin  is the energy of the d-orbital 
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adatom electrons,  is the creation (annihilation) of adatom electrons with spin 
, and U is the Coulomb energy for double occupancy of the d-orbital . 

 
In the limit when Vka is small when compared to the other energy scales in the problem 
(the Fermi energy, EF , and U) one can map (1.4), via a Schrieffer-Wolff transformation 
[11], onto the Kondo Hamiltonian that describes the problem of electronic spins being 
scattered by a localized magnetic moment. As BU showed, however, this is not the case 
in the problem of adatoms in metallic surfaces where the hybridization can be 
comparable to the other energy scales in the problem. So, strictly speaking, one is not 
dealing with a Kondo problem since charge fluctuations are important and hence one has 
to use the Anderson impurity Hamiltonian (1.4) instead of the Kondo Hamiltonian. 
Nevertheless, BU will follow the tradition and still call the effect as the surface Kondo 
effect.  
 
One of the characteristics of the Anderson impurity model is the distinction between 
substrate and adatom wavefunctions. Although most theoretical works do not question 
the distinction made a priori between these quantum states, it turns out that this 
distinction is not completely natural. The reason is very simple: when an impurity atom is 
introduced in a metal, it hybridizes with the metallic states losing its identity. However, it 
leaves behind a phase shift  in the original metallic states (N is the total number of 
atoms in the system). Thus, the impurity state cannot be really distinguished from the 
host states from the quantum mechanical point of view. Nevertheless, Anderson [10] 
makes the point that because the d-orbitals are a inner shell, the Coulomb energy U for 
double occupancy of those orbitals is large and they must be distinguished from metallic 
states where the Coulomb energy is strongly suppressed by screening effects. Thus, the 
distinction between these two types of states can only be clearly made when these states 
are orthogonal to each other so that the impurity does not cause a direct perturbation in 
the substrate spectrum. Nevertheless, even in metals where the electronic bands are 
generated out of d-orbitals (such as in the case of Cu), the strong metallic bonding leads 
to a large s-wave character of the bands and to very small overlap with the adatom d-
orbitals (that is, these states are “naturally" orthogonal) [12]. Nevertheless, this 
orthogonality can only be distinguished a posteriori. In fact, BU has found, by direct 
numerical computation, that this is the case in the surface Kondo effect.  
 
Finally, as pointed out by Anderson [10], the orthogonality of these states is not 
fundamental for the magnetic phenomenon which is essentially a local effect and all the 
subtleties associated with orthogonality become encapsulated into the hybridization 
matrix elements Vka which become phenomenological parameters to be obtained 
indirectly from the experiment. However, in trying to understand the STM experiments, 
and especially the role played by the surface and bulk states, BU cannot simply take these 
matrix elements as phenomenological parameters since BU would not be able to separate 
the contributions coming from the bulk and the surface of the Cu substrate. Thus, BU has 
performed microscopic calculations of these matrix elements starting from the electronic 
wavefunctions. 
 

 - 11 -



The theory of the STM response can be obtained by working at very low temperatures 
(below the Kondo temperature TK) and assuming a Fermi liquid picture of Nozieres [13] 
where the adatom is magnetically screened by the substrate electrons. In this case it can 
be shown that the Fano parameter in (1.1) is given by [7]: 
 

  
where 

 
is the Green's function that describes the quantum mechanical interference between the 
different tunneling paths from the tip and the substrate to the adatom. The amplitude  
A(R) can be written as: 

 
Moreover, using field theoretical methods (the slave-boson technique [14]) IBM/BU 
calculate the Kondo temperature of the adatom directly from the Anderson impurity 
model (1.4) as 

 
where  is the d-level broadening and related to the hybridization energies by 

 
and D is the electron bandwidth. Notice, therefore, that the STM response depends 
mostly on the substrate-adatom hybridization energy Vka, which in its turn, depends on 
how the d-orbital of the adatom hybridizes with the surface and bulk states of the 
substrate. 
 
IBM/BU’s objective is to develop a consistent theory of these hybridization energies Vka 
that can explain the STM data. In order to accomplish this task, one has to calculate the 
wavefunction and spectrum for the bulk and surface states of the substrate and the adatom 
and their overlap as given in (1.3). From that, one further can calculate the STM response 
expressed in (1.1) through (1.5) and (1.7). This study will allow IBM/BU to investigate 
how bulk and/or surface states contribute to the surface Kondo effect. The understanding 
of this basic phenomenon will open doors for the description of basic physics at the 
atomic level that can be studied with STM techniques. 
 
Results, initial model 
 
In IBM/BU’s first manuscript [15], BU considered the microscopic calculation of the 
hybridization matrix elements between the different wavefunctions in the problem (bulk, 
surface, impurity, and STM tip) with the smallest number of adjustable parameters. 
While the spectra for bulk and surface states is readily available in the literature [16], 
very little has been published on the actual form of the wavefunctions. Instead of 
embarking on a complicated calculation of wavefunctions via heavy numerical 
techniques, BU opted for a simpler approach that can provide quantitative results that can 
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be directly compared to the experiment as well as intuitive understanding of the problem. 
As IBM/BU showed, however, their simplified models have limitations in explaining the 
available STM data and more detailed work was required (see next section). 
 
Metallic Cu is a very good metal with a nearly spherical Fermi surface except for the 
gaps in the (111) direction. These gaps have their origin in the periodic potential 
generated by the ions. Although the Cu states can be obtained from first principle 
calculations [16] IBM/BU adopted the nearly free electron approximation and model the 
bulk potential with a simple periodic function. Furthermore, in order to study the surface 
states IBM/BU consider a semi-infinite crystal where the bulk is located at z < 0 and the 
potential outside the crystal is given by the image potential [17]. In Fig. 2.1 is plotted the 
physical situation in the problem. The eigenfunctions and eigenenergies for the 
Schroedinger equation associated with this potential can be calculated exactly [17]. 

 
Figure 2.1: Plot of the image potential energy near a crystal surface. The solid dots are 
crystal atoms. 
 
With just a few adjustable parameters like the strength of the periodic potential (V0 and 
V1 in Fig.2.1) IBM/BU were able to get a very good description of the band gap in the 
(111) direction, the ionization energy of metallic Cu, and the surface band measured in 
this material [18, 19]. Furthermore, with a single extra fitting parameter, the width of the 
interface layer close to the surface of the crystal (x1 in Fig.2.1), IBM/BU are able to 
obtain the correct energy of the surface state in the (111) surface and the energy of a 
surface resonance in the (100) surface. These states were observed experimentally by 
photoemission [20]. Thus, IBM/BU were able to get a consistent description of two 
independent experiments with a single fitting parameter. 
 
Using this simple model for the Cu substrate IBM/BU were able to calculate the 
hybridization energies (or matrix elements), and have shown that these matrix elements 
are strongly dependent on the direction of the electron momenta, the distance of the 
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adatom from the surface, and the actual surface where the magnetic impurity is located. 
The hybridization matrix elements oscillate with distance from the surface due to the 
interference between the adatom localized state and the substrate states (surface and bulk) 
that oscillate close to the surface. IBM/BU have shown that the surface Kondo effect 
occurs preferentially with the surface state (when it exists) or with the bulk state at the 
Fermi energy that has the largest component of its momentum perpendicular to the 
surface. 
 
Nevertheless, the nearly free electron approximation leads to infinite parabolic bands and 
when one performs the momentum sums in (1.6) they lead to divergent integrals that 
have to be regulated by the introduction of artificial cut-offs. As a biproduct of this free 
electron picture, IBM/BU observe that the distance dependence of STM tip amplitude 
A(R) in eq.(1.7) has oscillations and in particular IBM/BU find that the amplitude of the 
effect vanishes at certain distance  from the adatom. The vanishing of indicates 
a divergence of the Fano parameter  (see eq.(1.5)). This effect is not observed in 
the experimental data where q(R) is nearly independent of R and A(R) is a non-vanishing 
function of R. These results, although inconsistent with the experimental data, are 
consistent with other calculations in the literature [7] where oscillations in the STM 
response are also obtained. Therefore, IBM/BU have found that although the nearly free 
electron theory is well capable of explaining the bulk of Cu and also the photoemission in 
Cu surfaces, it is not capable of explaining the STM response of adatoms in Cu surfaces. 
 
Results, full model 
 
Given the difficulties presented by simple theories of the Cu states [15], IBM/BU 
performed first-principle calculations of surface- and bulk-state wavefunctions on the 
Cu(111) surface in the presence of the scattering potential from a Co adatom, as well as 
their  hybridization energies to the Co atom in an Anderson Hamiltonian. As the first 
step, BU calculated the wavefunctions of a bare Cu(111) surface. Such a surface is 
simulated by a supercell of twenty-one-layer slabs separated by eight vacuum layers. BU 
employed --  in the framework of density functional theory (DFT) – a self-consistent full-
potential linearized augmented plane wave (FLAPW) method, with the exchange-
correlation potential in the local density plus generalized gradient approximation 
(LDA+GGA). In order to further include the potential scattering from a Co adatom, BU 
performed another FLAPW calculation, in the local density approximation (LSDA), of 
seven-layer Cu slabs separated by eight vacuum layers plus Co atoms of 8-Angstrom 
nearest-neighbor distances on the top of the Cu surface layers. The potential difference 
between the Co site and the middle of two Co atoms is taken to be the scattering 
potential. By using the bare Cu(111) wavefuntions within the energy range of 2 eV 
around the Fermi surface as basis, BU diagnonalized the Hamiltonian with the Co 
scattering potential included. 
 
Although IBM/BU have written a C++ program to deal with the case of Co on the 
Cu(111) surface, it can be modified to deal with any kind of adatom in any surface. 
Furthermore, the program can actually deal with artificial lattices of adatoms on surfaces 
and can be used, in principle, to study the Kondo hole problem: this is an effect where 
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one eliminates one lattice site from a Kondo lattice and observes a Kondo resonance in 
the place of the absent adatom, that is, it is an analogue of the quantum mirage effect in a 
periodic system - this effect has been observed in Eigler's group [21]. Therefore, the 
software developed by IBM/BU can be used by STM experimentalists in order to study 
complicated magnetic effects and can possibly help to develop new artificial magnetic 
structures in metallic surfaces. 
 
IBM/BU’s computations show that the Co atom is sitting in the crystal-like regime rather 
than in the tunneling regime (that is, the Co adatom is strongly hybridized with the 
substrate), as a result the bulk states dominate the hybridization energies. This result 
agrees entirely with the phenomenology of recent experiments [5, 6] that find the 
dominance of bulk states over the surface states and raise doubts on the current 
interpretation of the quantum mirage in terms of surface states [4]. Moreover, IBM/BU’s 
results lead to a new experimental proposal, namely, that the mirage effect can also occur 
in Cu surfaces without surface states. This prediction has not been tested experimentally 
so far. 
 
To be more specific: the d-level broadening is calculated directly from the hybridization 
energies (without any adjustable parameters) to be 0.18eV. In fact, the STM measured 
Kondo temperature is TK near 50K, which, from (1.8), gives if one uses 
well established values of the parameters (eg, first principle calculations find that 

[22], and photoemission results find D near  5.5 eV [23]). Therefore, the 
agreement between the experiment (0.20eV) and IBM/BU’s first-principle calculation of 
the Kondo temperature (0.18eV) is excellent. 
 
The scanning tunneling spectroscopy is calculated with the tip 2.5 Angstrom above the 
Co/Cu(111) surface. At further distances from the surface, IBM/BU find that the wave 
functions undergo an oscillatory behavior rather than a smooth exponential decay from 
the surface. It is known that this issue arises from GGA in the low density region because 
of large scaled gradients, which cause fluctuations in the exchange-correlation potential 
[7]. Since the usual spectroscopy experiment has a tip-surface separation of about 5 to 10 
Angstroms, extrapolation of the wave function is necessary to carry the results to this 
distance.  
 
In Fig.3.1 IBM/BU plot the STM signal A(R) obtained from the first principle calculation 
(continuous line) as compared with the free electron calculation (dashed line). One can 
clearly see that the oscillations as a function of R are clearly reduced and the first zero, 
clearly seen in the free electron case, is not present in the first principles calculation. This 
result dramatically indicates the importance of taking into account the full band structure 
in comparison with the free electron picture. 
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Figure 3.1: Plot of distance dependence of STM tip amplitude A(R) in the free electron 
picture (dashed), compared with the result of the first principle calculation (continuous). 
 
Thus, IBM/BU have reached the conclusion that while simple theoretical models [15] are 
suffciently accurate to describe bulk phenomena and photoemission data, the description 
of STM data can only be done with the use of sophisticated ab initio band structure 
calculations. This result should not be completely surprising. STM experiments measure 
interference phenomenona that depend strongly on the tunneling path of the electrons 
when they move from the STM tip to the adatom. Bulk and photoemission experiments 
measure spectral properties that do not reflect any intereference between wavefunctions 
of adatoms and substrate. Therefore, the detailed form of the wavefunctions involved in a 
STM experiment become fundamental in the inteference effect. Nevertheless, in trying to 
figure out this complex phenomenona IBM/BU have developed a powerful computational 
tool that is able to describe artificial surface magnetism. IBM/BU hope that this tool will 
be helpful in the near future to explain other effects as well as a way to develop new 
experiments on metallic surfaces. 
 
IBM/BU have completed ab initio studies of the Co adatom in the Cu(111) surface for 
different tip heights. These have been used to calculate the tunneling conductance of an 
STM, and to compare with recent experiments of Co impurities in the Cu(111) surface. 
Good quantitative agreement is found at short parallel impurity-tip distances less than 6 
Angstroms. However, at larger distances, the results indicate the need for a new 
formulation of the problem (due to the theory giving a node in the a(R) at 7 Angstroms 
(see Fig. 3.1 above), which results in a divergence of the theoretical tunneling 
conductance at that point).  Good agreement is however obtained for the normalized Fano 
parameters, related to the Kondo effect, at all distances. 
 
Conclusions, Milestones and Future Work 
 
In the three years of this collaboration the major milestones of the proposed work have 
been reached with great success: milestone 1 – the mapping of the Anderson 
Hamiltonian for a single impurity on a surface into the surface Kondo effect, and 
milestone 2 - the development of the theory for the surface Kondo effect. 
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Furthermore, IBM/BU have been able to explain the STM experimental data and 
discovered many misconceptions on the importance of surface states in understanding the 
STM data. On the one hand, IBM/BU’s results provide support to the experimental fact 
that adatoms hybridize more strongly with bulk states than surface states and that the 
surface Kondo effect is dominated by bulk wavefunctions. On the other hand, IBM/BU’s 
results raise doubts on current interpretation of the quantum mirage effect in terms of 
surface states, a result that may generate controversy in the literature, and possibly a 
revision of the current theoretical understanding. 
 
More importantly, as a product of these efforts IBM/BU have developed a software based 
on ab initio calculations that is capable of describing the behavior of adatoms in metallic 
surfaces and can be used not only to help to understand current experimental data but also 
can provide the means to new designs for magnetic devices (the milestone 5 of this 
proposal). 
Moreover, IBM/BU’s numerical calculations can now be used to understand the Kondo 
lattice phase diagram (IBM/BU’s milestone 4) and the amazing Kondo hole effect 
observed at IBM Almaden. Thus, besides completing the most important milestones 
IBM/BU have made major advances in order to reach the other important targets of 
IBM/BU’s collaboration.  
 
IBM/BU also plan to complete milestone 3, that is, the study of the two impurity Kondo 
problem on a surface. This is the simplest spin interacting problem with non-trivial many-
body states. The only reason why this milestone was not completed yet is that IBM/BU’s 
efforts on ab initio calculations (fundamental for the understanding of the single impurity 
Kondo problem) lead IBM/BU in a slightly different direction. 
 
During the evolution of this collaboration there has been significant new breakthroughs in 
STM measurements that IBM/BU believe can be studied with the methods that IBM/BU 
have developed. One of these measurements is the Kondo hole effect in arrays of Co 
adatoms [21] mentioned previously. More recently the IBM Almaden group of Heinrich 
et al. [24] has succeeded in measuring the energy required to flip the spin of single 
Manganese atoms. The technique essentially measures the g-value of individual atoms 
with inelastic tunneling spectroscopy. This is a new technique that does not have a 
detailed theoretical description yet and that can produce interesting new results. This 
technique, for instance, can be used to study macromolecules (such as DNA) on metallic 
surfaces [25]. The STM can be used to first excite a standing macromolecule mode 
outside of the phonon continuum. Then, by inelastic tunneling spectroscopy one uses the 
STM to map out the location of non-linear excitations such as breathers [26]. 
 
In summary, the theoretical techniques developed by this collaboration has the potential 
to describe a plethora of effects observed by STM that occur at atomic scale. In this way, 
IBM/BU’s theoretical effort not only will be able to help the understanding of the current 
experimental data but will also be able to open doors for new experiments and also help 
in the design of new magnetic devices on metallic surfaces. 
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Theory, continued 
2. Towards spin-polarized STM: Magnetic tunnel junctions 
 
IBM has explored the theory of Magnetic Tunnel junctions (MTJ) with nanoscale lengths 
in all three directions. With their large spin-polarized currents, such structures are 
theorized to be good candidates for attachment to the end of an STM tip, with the goal of 
obtaining spin-polarized STM. Theory explored the predictability of the sign and 
magnitude of spin-polarized current, and the effect of interfaces on the spin current and 
voltage dependences. Information on what spin currents would be produced, and at what 
voltages, is critical in order for  MTJ’s to be an effective sensor for magnetic effects. 
(The experimental construction of an MTJ on this scale for STM was supposed to occur 
in the later years (years 5 and beyond) of this contract, but with the untimely end to 
funding, much of this and other work proposed for the extension period have not been 
performed.) 
 
Summary of results:  
     IBM’s theory focuses on the role of interface effects, and IBM shows, using a 
combination of density functional calculations and phenomenological modeling, that 
interface hybridization and disorder have a big effect, in fact changing the sign of the spin 
polarized current as it passes through the interface. Calculated effective masses show key 
d-electron bands with drastically lowered effective masses, in some cases less than that of 
free electrons, the microscopic basis of the change in spin polarization IBM has found, 
answering a scientific puzzle. Spin polarization changes across the interface in the space 
of only one layer on either side, indicating possibilities of MTJ engineering with surface 
layers. Theory gets good agreement with experiment, including calculated voltage-
dependent tunneling magnetoresistance as well as voltage dependence of current. IBM 
will soon  have a preprint which will be soon submitted to Physical Review. 
      
Details: 
 
Briefly, the challenges of the magnetic tunnel junction system, which has potential for 
spin injectors for spintronics as well as for STM, are several fold. Why is the sign of the 
spin polarized current opposite that predicted by established theory? Why does the TMR 
and spin polarization drop with voltage? Can a theory be devised to explain these results 
which does not resort to black box computations or seemingly ad hoc assumptions 
specific to a particular materials system? IBM has explanations for the first two, and a 
definite yes to the last question.  
     Key in IBM’s explanation is IBM’s postulate that interface effects, and in particular 
hybridization between the metal and insulator, cause a significant change in band 
structure and spin density. IBM’s theory uses input from realistic, state of the art density 
functional calculations to obtain effective mass and bandwidth parameters for every 
relevant band in each layer. IBM uses these to obtain analytical results for the properties 
of the system using a phenomenological model. IBM’s density functional calculations 
include the case of no explicit interface disorder (but which relaxes into such a state 
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nonetheless), as well as the case of one or more layers of a mix of Co and insulator 
atoms. 
     IBM finds that the LDF calculations show a finite, spin-dependent density of states at 
the Fermi energy in the interface insulator atoms, such that in fact the insulator near the 
interface becomes a magnetic semi-metal. Likewise there is a strongly altered spin 
asymmetry for the interface Co. This is true even for the case of no mixed layers, and 
simply allowing the atoms to relax into their energetically favorable positions. It becomes 
even more pronounced when one or two mixed layers at the interface are introduced, to 
mimic realistic growth conditions.  
     Using the extracted effective masses, IBM has calculated the spin polarized current as 
a function of position across the interface, and IBM finds it switches sign within a few 
interface layers on either side, going in one measure from -0.3 at 1 Angstrom from the 
interface, to 0.2 at 1 Angstrom on the insulating side. The full spin difference is not 
reached until several layers to either side of the interface. This sign change is consistent 
with the experimental observations. The explanation is that d bands are significantly 
changed near the interface, changing the spin balance with the s-p states (which are of 
opposite sign). IBM finds the spin current is mainly carried by the d bands, IBM feels 
settling a question of some controversy in the community. 
           As a function of voltage, the current density increases as expected, with the spin 
polarization reaching a maximum and then decreasing, as seen experimentally. IBM also 
calculates the TMR (Tunneling Magnetoresistance). IBM finds a positive value which 
decreases with voltage, also as observed experimentally. With increased voltage, the 
effective width of the barrier decreases, and a larger percentage of the insulating region 
becomes part of the interfaces, that is, semi-metallic in effect from IBM’s calculations. In 
their model, IBM sees an increase in the tunneling from spin down, to eventually catch 
up to that from spin up. When up to up is equal to up to down, parallel and antiparallel 
configurations will be the same, giving a limiting value of TMR at very high voltages 
going to zero. (Other dissipative effects come to play at high voltages as well, which are 
not part of this model.) 
     IBM  will soon submit a paper to Phys. Rev. Letters. 
This work forms the bulk of the PhD thesis work of the Stanford graduate student Tzen 
Ong, whose work at IBM was funded by the contract. 
 
Theory, continued 
3. Current-induced magnetization reversal in an STM tip 
 
    As observed in the original proposal, at operating conditions, an STM produces current 
densities at the tip easily equal to the critical currents for magnetization reversal by spin 
torque. If a magnetic material, and especially a Magnetic Tunnel Junction, is to be placed 
on an STM tip, this is another important effect which will go into interpretation of 
experimental observations of spin effects with such a tip. 
     During the course of the contract period, IBM finished a comprehensive theory of 
current-induced spin torques, finding critically that the switching phase diagrams depend 
in a sensitive way on the local magnetic anisotropy fields in the magnetic nanolayers. In 
certain simple cases of axial anisotropy, the application of magnetic fields and currents 
results primarily in switching of the magnetization when a critical current is reached. In a 
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narrow sliver of phase space, in which the external magnetic field is opposite that of the 
magnetization, there can be precession which occurs. Since in the case of a magnetic 
material on an STM tip, the external magnetic field will be from the surface atoms of the 
sample themselves, it would need a strong atomic magnetic moment in order to achieve 
this time-dependent state in the tip. In the case of planar anisotropy, however, a new state 
is reached: that of the canted phase. That is, application of a current results in switching 
not from parallel to antiparallel, but from parallel (or anitparallel) to some canted relative 
angle of the moments. How such a canted phase could be used to optimize spin readout 
experimentally is still under study.  
     Most recently (the end period of the contract), the contract funded the work of a 
postdoctoral researcher at IBM, Yaroslaw Bazaliy. in the area of Spin-transfer effect in 
systems with continuous change of magnetization. Such a system would model, for 
example, an STM tip made from a block of magnetic material, large enough to produce 
domain walls, or other spintronic applications.  
 
The research in 2004-2005 was concentrated on the current-induced domain wall (DW) 
motion. The spin-transfer action of the current in systems with continuous change of 
magnetization is described by the modified Landau-Lifshitz-Gilbert (LLG) equation with 
the spin-transfer term. The main contribution to the spin-transfer term was derived by 
Bazaliy, Jones, and Zhang (1998). Corrections to the main term ("non-adiabatic terms") 
were discussed by Tatara and Kohno (2004), Li and Zhang (2004), and Thiaville et al. 
(2005). Under the influence of current or magnetic field some types of domain walls 
move through the wire as point-like objects. For such "rigid" walls with no internal 
structure the complicated LLG equation in partial derivatives can be reduced to a pair of 
simple ordinary differential equations describing the domain wall position. 
 
IBM’s main result is the prediction of a new regime of DW motion when both magnetic 
field and current are acting on it. In this case there is a regime of "reversed motion" when 
a weak current opposing a relatively large magnetic field can overpower it and move the 
domain wall opposite to the field. Namely, the current can be small compared to the 
critical current I_c ~ 10^8 Amp/cm^2, and the field can be larger than the Walker 
breakdown field B_w ~ 10 Oe. This counter-intuitive effect will have a clear experimen- 
tal signature. In the systems with pinning potential it will lead to the new oscillating state 
of the domain wall, located away from the potential minimum. Such dynamic state can be 
an effective building block for spintronic applications. 
 
IBM’s next result is the investigation of the AC current effect on the walls. In real wires 
the domain walls are always pinned by the random potential of the defects introduced 
during the fabrication of the wire. This random potential stops the field induced DW 
motion below the "propagation field" and thus diminishes the possibilities to manipulate 
the walls. It is shown that periodic current with right frequency can be very effective in 
depinning domain walls in such random pinning potentials. 
 
Overall, these findings suggest that the interplay between the current, magnetic field, and 
the pinning potential in the wire can qualitatively change the motion of DW in the ways 
which can be useful for practical applications.  
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Several recent experimental studies have confirmed the possibility of switching the magnetization direction
in small magnetic domains by pumping large spin-polarized currents through them. On the basis of equations
proposed by Slonczewski for domains with uniform magnetization, we analyze the stability and switching in
two cases which differ by the anisotropy type. One of anisotropy types corresponds to that of the existing
experimental device. Qualitatively different behavior is found in shapes of bistable regions and regions with
stable precession. Stabilization of unusual ‘‘canted’’ equilibria is found in one of the cases. The sensitivity of
the switching pattern to a change in anisotropy pattern underscores the necessity of theoretical guidance for the
interpretation of experimental results. We propose experiments to search for stabilized canted equilibria and
precession cycles. Our study is analytic as opposed to recent numeric work and the method can be applied to
other anisotropy patterns as the experimental interest develops.
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I. INTRODUCTION


Currently considerable experimental interest1–23 is de-
voted to the torques created by spin-polarized currents
magnet. This interest is in part fueled by the proposals
developing a convenient writing process for the magne
nonvolatile random access memory where the reading
cess will be based on the magnetoresistance effect.24 A gen-
eral theoretical framework for the description of such ‘‘sp
transfer’’ torques is set in Refs. 25–27. The spin-trans
effect is the nonequilibrium interaction induced by the ele
tric current I flowing between two metallic ferromagne
separated by a normal metal spacer. This interaction is qu
tatively different from the Ruderman-Kittel-Kasuya-Yosid
exchange observed atI 50, and should also be distinguishe
from the interaction with the Oersted field of the curre
Spin transfer is a subject of recent interest in the field
spintronics.


One of the particular experimental setups in which t
effect can be studied is a thin ('100 nm) normal metal wire
~called a ‘‘pillar’’ in the papers of the Cornell group10! with
two magnetic pieces embedded in it~see Fig. 1!. If the dis-
tance between the magnetic pieces does not exceed the
diffusion lengthl sd in the normal spacer between them, a
their magnetizations are noncollinear, a current pass
through the wire will induce spin-transfer torques, arisi
from the interaction of electron spins polarized by one m
net with the magnetization of another magnet. Such a se
was originally considered by Slonczewski.26 There it was
assumed that both magnetic pieces are isotropic and tha
tially their magnetizations are not collinear. A counterintu
tive prediction of Slonczewski26 was that in the presence o
the current both magnetizations will rotate in a fixed pla
keeping the angle between them constant. This was call

0163-1829/2004/69~9!/094421~19!/$22.50 69 0944
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‘‘windmill,’’ because the way in which longitudinal motion
of the current is transformed into the rotational motion of t
magnetization is quite similar to the way in which the long
tudinal motion of wind is transformed into the rotational m
tion of the sails in the mechanical windmill.


The windmill effect was predicted in the framework of a
assumption that there is no magnetic anisotropy in
pieces. However for the real material one must also take
account magnetic crystalline anisotropies and the interac
with the induced magnetic field~shape anisotropy!. Clearly,
anisotropy will work against a windmill effect by creatin
barriers to reversal. The magnetization motion thus beco
more complicated. The spin-transfer torque now leads
switching between the equilibrium directions defined by t
strong anisotropy. Such switching results from the comp
tion between the energy dissipation described by Gilb
damping coefficient and energy influx from the electron c
rent described by spin-transfer torque. Switching happ
when the current exceeds a critical value~determined by the
anisotropies and applied external magnetic field!, which
gives potential for memory applications.


In this paper we summarize our work on the exact so
tions of the dynamic equation with the spin-transfer term


FIG. 1. Experimental setup. Currentj is passed through a nano
wire with two magnetic pieces~shaded areas!. External magnetic
field B can be applied in an arbitrary direction.
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several types of anisotropy. Our results were briefly repor
in a series of short publications.28–30 There were other at
tempts to incorporate anisotropies including approxim
treatments in earlier experimental reports.10,14 An extensive
numeric treatment of a particular experimental situation w
given by Sun.31 Later, a numerical calculation was used
Grollier et al.16 to find critical currents for a certain aniso
ropy. In contrast, our approach gives exact results and th
fore can be very important for the comparison of experim
tal results and the spin-transfer theory.


Currently, experiments are performed with structures
which one of the magnetic pieces is much larger than
other. This brings a considerable simplification into the pro
lem as follows. At a given current densityj the spin-transfer
torqueTst is proportional to the cross section of the wire.
the same time the torquesTa created by the anisotropy term
are proportional to the volume of the magnetic piece. The
fore the ratioTst /Ta;1/L, where L is the length of the
piece, and the small piece will be affected by the sp
transfer torque starting from a much smaller value ofj. One
can therefore neglect the effect ofTst on the large piece
called a polarizer, and assume its magnetization to be c
stant. Torques on the small piece then occur from sp
polarized itinerant electrons coming into it either direc
from the large piece or after multiple reflections between
pieces. Magnetizations of the large and small pieces will
denoted asML andMS , respectively.


Our method of finding the switching diagram is as fo
lows. We assume that the analyzer is in a single domain s
and therefore its magnetization is described by the modi
Landau-Lifshitz equation with spin-transfer term included26


For each (j ,B) point we find the equilibrium positions ofMS
and then analyze their stability exactly. Knowing the natu
of each and all equilibria we can construct the topology
the time-evolution flow ofMS ~phase portrait! and predict
qualitatively the overall behavior of the system. As the p
rameters change, the nature of some equilibria changes
stable to unstable, at which point the whole phase port
changes. This is when the switching occurs. Sometimes
ther of the equilibria is stable which implies the existence
stable cycles, becauseMS moves along the compact man
fold ~sphere!. Such stable cycles were first considered fo
particular setup32 and observed numerically.31 Due to energy
dissipation they would be impossible without the curre
However forj Þ0 there is a constant supply of energy whi
feeds the periodic motion ofMS .


To test the theory, one would like to be able to control t
direction of the magnetization of the polarizer with respec
the anisotropy directions of the small piece. The easiest
to changeML is an application of the external magnetic fie
B. Of course,B will also act on the small piece and must b
taken into account in the equations of motion. The proper
of a system with a given anisotropyKik can ultimately be
presented as a phase diagram in the four-dimensional s
of parameters (j ,B) with spin-transfer effects determined b
the magnitude of the current and by the direction of the s
polarizerML5ML(B). Different regions of such a diagram
would correspond to different stable directions ofMS . The
boundaries between them will show where the small m
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netic piece switches from orientation to the other; thus
will call it a ‘‘switching diagram.’’ In this paper we calculate
a section of the full four-dimensional switching diagram f
certain directions ofB and certain anisotropies. Our metho
can be applied to similar calculation for other directions ofB
and other anisotropy tensors as the experimental nee
them will arise.


Note that for technical applications in the memory writin
process one is interested in finding anisotropy tensors wh
satisfy the following conditions:~a! there is a section of the
phase diagram at a fixed external fieldB0 where MS is
bistable at j 50; ~b! the two metastable states differ in
property that is easy to measure, usually in their resistiv
which depends on the angle betweenMS and ML ; ~c! by
passing a current one can switch back and forth betw
these two metastable states. However for the purpose
testing the theory of spin-transfer torques it is reasonabl
start with the cases where the phase diagram is simplest
be calculated exactly, and then compare theoretical and
perimental results. We will discuss the structures conside
in this paper in terms of their potential for application
memory devices in conclusion, Sec. V.


A current can also act on the magnetic pieces in a m
conventional way through the magnetic field induced by
current ~Oersted field!. Such induced fields are alway
present, and their effect, used in existing techni
applications,33 can be much larger than that of electron sp
transfer. However induced magnetic fields decrease as
size of the structure goes down and at sufficiently small s
their effect will become negligible compared to the sp
transfer effect~see Appendix A!.


If the size of the pieces is larger than the domain w
width, the magnetization may not be uniform throughout t
piece. In this case continuous equations27,34 must be used
inside each piece to determine the magnetic configurat
Our previous results27 showed that for large current densitie
substantial deviations from the easy-axis direction can re
at the interface, which heal in an oscillatory fashion into t
bulk with a length scale comparable to the domain w
width. In the present paper we assume that the small m
netic piece is sufficiently smaller than the domain wall wid
in all directions, and treat it as magnetically uniform. N
meric studies of some nonuniform configurations were do
in Refs. 35–37.


The paper is organized as follows. In Sec. II we discu
the modified Landau-Lifshitz equation with spin-transf
term, and describe how we find equilibria and analyze th
stability. In Sec. III we discuss the ‘‘axial’’ anisotropy patter
for which the calculations are simpler, but which is mo
difficult to realize experimentally. The axial case is used
an example to introduce and discuss important concepts
approximations which we then use in Sec. IV to analyze
structure used in actual experiments of the Cornell grou10


In Sec. V we make conclusions and describe several sub
ties that were ignored in the present paper but may be
portant in a real experiments and call for further work.


II. DYNAMIC EQUATION FOR THE SMALL PIECE


To write down the conventional Landau-Lifshitz equatio
we need to know the magnetic energy of the small piece.

1-2
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given by a sum of intrinsic anisotropy term, shape anisotro
term, interaction with external magnetic field, and exchan
interaction with the large piece. We approximate the shap
the small piece by an ellipsoid, so that the shape anisotr
is given by a demagnetization tensorNik :38


F


V
5


1


2
~2Kik


( intr )nink14pMiNikMk!2BiMi2Jexsini ,


~1!


where Mi5MSi is the magnetization of the small piec
K ( intr ) is the intrinsic anisotropy tensor, andJex is the ex-
change coupling between the pieces across the spacer.
tors n ands are unit vectors along the magnetization of t
small and large pieces, respectively. According
Slonczewski,26 the modified Landau-Lifshitz equation forM
has the form


Ṁ52
g


V
L̇5gF2


dF


dM
3M G


1
g


V


\


2
A


j


e
g~P,sn!„n3@s3n#…1ã@n3ṅ#, ~2!


whereg5gmB /\ is the gyromagnetic ratio,V andA are the
volume and cross-section area of the piece,ã is the Gilbert
damping coefficient,P is the degree of spin polarization o
the electrons coming out of the large piece, and the s
polarization factorg(P,sn) is given by


g~P,sn!5
1


f ~P!~31sn!24
; f ~P!5


~11P!3


4P3/2
. ~3!


The second term in Eq.~2! represents the spin-transfe
torque. Details of the derivation can be found in Ref. 26.
would like to emphasize that calculation of the sp
polarization factor is a subject of many papers and the is
is not completely resolved at the present time. Its magnit
was investigated in different regimes as a function of
degree of spin polarization in the ferromagnets, propertie
the boundaries, mean free path, and spin-relaxa
lengths.39–45 Here we use the expression derived
Slonczewski.26 It is generally true for all expressions of th
spin-polarization factor that it is a growing function of th
angle betweens andn with maximum value reached for th
antiparallel configuration. The physical meaning of such
behavior is rather simple: since it is harder to pump the c
rent through the antiparallel configuration, the process g
erates more torque. For example, for a complete spin po
ization the resistance of the antiparallel configuration
infinite and correspondinglyg(1,21)5`. Comparison with
experiment can show how accurate were the assumpt
made in Ref. 26 to deriveg.


Equation~2! can be rewritten in terms ofn


ṅ5@~vW H1v̂Kn!3n#1v jg~P,sn!†n3@s3n#‡1a@n3ṅ#


5F~n!1a@n3ṅ# ~4!


with rescaled coefficients
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M
sD , ~vK! i j 5


g


M
~Ki j


( intr )24pM2Ni j !


v j5
g


V


\


2
A


j


e


1


M
, a5


ã


M
. ~5!


CoefficientsvH , vK , and v j have the dimension of fre
quency. The first two quantities are given by the regular
pressions for frequencies associated with magnetic field
anisotropy energy. The third one is the new expression fo
frequency associated with a current.


The behavior of the small piece will be completely dete
mined by these parameters. The orientation ofvW H ands vec-
tors with respect to the principal axis of the anisotropy ten
v̂K is the only connection between the spin space and
space that exists in the problem. For example, the direc
of the currentj with respect to the anisotropy axis is irre
evant. The only thing that matters is which of the magne
pieces is upstream and which is downstream with respec
the flow of electrons, so the current is a scalar variable.
explained above, the dependences5s(vW H) is given by the
properties of the polarizer.


The vector equation~4! has the form


ṅ2a@n3ṅ#5F~n!, ~6!


where we have moved all terms with a derivative to the rig
First we transform this vector equation onn(t) into a system
of equations on the polar anglesf(t), u(t) which are de-
fined in the standard way~see Appendix B for derivation!.
This gives


F sinu 2a


2a sinu 21G H ḟ


u̇
J 5H vf~f,u!


vu~f,u!
J


or


H ḟ


u̇
J 5


1


11a2 U1/sinu 2a/sinu


2a 21
US vf


vu
D . ~7!


To find equilibrium positions one must solve


vf50, vu50 ~8!


from which all equilibrium points (u i ,f i) would be ob-
tained. Near each equilibrium Eq.~7! can be linearized,


V̂[U]vf /]f ; ]vf /]u


]vu /]f ; ]vu /]u
UH ḟ


u̇
J


5
1


11a2 U1/sinu 2a/sinu


2a 21
UV̂H df


du J
5D̂H df


du J . ~9!


We will call D̂ a ‘‘dynamic matrix.’’ It’s eigenvaluesm1,2
determine the nature of the equilibrium. When the eigenv
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ues are complex conjugatem1,25Rem6 i Imm, one has a fo-
cus, which is stable for Rem,0 and unstable in the opposit
case. For two realm ’s one has a stable center form1,2,0, an
unstable center for 0,m1,2, and a saddle form1,0,m2.


Below we are going to calculate the switching diagra
for two experimental situations. The first one is simpler a
easier to interpret, but requires a modification of structu
used in experiment. The second one corresponds to the a
experiment of the Cornell group,10 and shows a much mor
complicated behavior, including the stabilization of ne
‘‘canted’’ configurations which would never be stable wit
out the current.


III. AXIAL CASE


A. Axial case switching diagram


Assume that the polarizer is characterized by an easy-
anisotropy. The small piece has a uniaxial anisotropy w
respect to the same axis, with the total anisotropy ene
given by


2 1
2 K~n•nW !2,


wherenW is the direction of the axis andK can have either
sign. One will have an easy axis forK.0 and an easy plan
for K,0. Next, assume that the external magnetic field
also directed alongnW . Such situation withK.0 was consid-
ered before32 using a different method.


The total anisotropy of each magnetic piece is given b
sum of the magnetocrystalline anisotropy and shape an
ropy. The shape anisotropy will be an easy axis for a lo
cylinder (L@2R, whereR is the wire radius and an eas
plane for the disk (L!2R) with nW along the wire. To obtain
the total anisotropy with the same axis, one has to choo
material with a uniaxial anisotropy along a certain crys
axis and grow it with this axis being parallel to the wire.


For example, it was found46,47 that cobalt nanowires grow
with intrinsic easy axis perpendicular to the wire for lar
wire diametersR>25 nm~‘‘thick wire’’ ! and with easy axis
along the wire for smallerR ~‘‘thin wire’’ !. With a thin wire
one can realize bothK.0 andK,0 cases. ForLS@2R the
shape and magnetocrystalline anisotropies add to an
axis along the wire. ForLS!2R they subtract and the tota
constant is given byK5K ( intr )24pM2. If M is sufficiently
large, one has an easy plane anisotropy. For cobaltK55
3106 erg/sm3 andM51.43103 emu, so asLS is decreased
there will be a transition from an easy axis to an easy pla


We find (vf ,vu) according to Appendix B, where for th
axial case


F5@„vW H2K~n•nW !nW …3n#1v jg~P,sn!†n3@s3n#‡


and we are free to chooseẑ5nW . The calculation is straight
forward and we find that the equilibrium positions are giv
by


vf5vHsinu1vKcosu sinu50, ~10!


vu5v jg~cosu!sinu50.
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In the axial case we have a special property:g is independent
of f. Also, Eqs.~10! were derived with the assumption th
the direction ofs does not depend onB. In reality the polar-
izer will be switched by sufficiently large negative magne
field andvf ,vu will change. We will discuss this issue at th
end of this section.


When v jÞ0, the system can be only satisfied if sinu
50, i.e., the only stable positions ofn on the unit sphere are
the North and South Poles, independent of the current va
For v j50 there is an additional set of equilibrium points:
parallel determined by cosu52vh /vK .


Our next step is to determine the stability of equilibri
Equation ~9! cannot be used directly when sinu50 @at u
5(0,p) the mapping of the spherical surface on the (f,u)
plane is singular#. To study dynamics in the neighborhood
these points one has to either change the direction ofẑ axis
or use the local nonsingular coordinates, e.g.,x5u cosf,y
5u sinf, near the North Pole. The latter proves to be eas
We get


H ẋ


ẏ
J 5F2u sinf cosf


u cosf sinf G H ḟ


u̇
J , ~11!


substitute (ḟ,u̇) from Eqs. ~9! and ~10!, and linearize Eq.
~11! in (x,y):


H ẋ


ẏ
J 5


1


11a2
D̂1H x


yJ , ~12!


D̂15F2@v jgn1a~vH1vK!# 2~vH1vK2av jgn!


vH1vK2av jgn 2@v jgn1a~vH1vK!#
G ,


gn5g~P,1!.


The Gilbert damping coefficienta is small and we expand i
up to the first order. Then the eigenvalues of the approxim
dynamic matrix are


mN52v jg~1!2a~vH1vK!6 i uvH1vK2av jg~1!u.
~13!


Several general remarks should be made. We deal w
232 dynamic matrices the eigenvalues of which alwa
have the form


m1,25A~vH ,v j !6AB~vH ,v j !. ~14!


Two important lines in the (vH ,v j ) parameter space ar
defined by equationsA50 andB50. In theB,0 domain
the eigenvalues are complex conjugate. Here crossing thA
50 line means changing the nature of the focus betw
stable and unstable. In theB.0 both eigenvalues are rea
TheA50 line is irrelevant, but two additional lines emerg
m15A1AB50 and m25A2AB50. They divide theB
.0 domain of the parameter space into three regions wh
the equilibrium is a stable focus, an unstable focus, an
saddle. The general situation of such a division is shown
Fig. 2.
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In the axial case the situation is degenerate:B<0 every-
where. The North Pole is a focus@except for the line given
by vH1vK2av j g(1)50, where it is a center#, which is
stable for


v jN.2
a~vH1vK!


g~P,1!
. ~15!


We see that the ‘‘critical current’’ needed to get to the stab
ity boundary is proportional to the smalla. This will be the
case for all equilibria we consider in this paper. In that se
the switching current will be sometimes obtained by expa
ing the formulas in smallv j;a(vK ,vH). Experimentally,
however, the ‘‘small’’ currents are of the order 107 A/cm2.
We will comment on the other instabilities happening f
large currentsv j;vK ,vH , but these instabilities are no
probed in the present-day experiments.


Switching happens when the equilibrium changes its
ture from a stable to an unstable focus. Without the curr
the focus is stable due to the positiveness of the Gilb
damping coefficienta, which, in turn, is the consequence
the energy dissipation in the magnetic piece. The equilibri
becomes unstable not because the potential energy cha
from a local minimum to a local maximum or a saddle, b
because the total damping gets negative. The physical re
is the possibility to extract energy from the flow of curre
through the piece. Here it is useful to note that the sp
transfer term in Eq.~4! cannot be absorbed by a change
the energyF, i.e., it is not a gradient of any function. T
prove this statement one can check that the curl of the s
transfer term is nonzero.


For the South Pole we perform the same linearizati
The nonsingular coordinates now arex52du cosf, y
52du sinf with du[u2p and the dynamic matrix has th
form


D̂5F2@v jgs1a~vH2vK!# vH2vK2av jgs


vH2vK2av jgs v jgs1a~vH2vK!
G ,


FIG. 2. Generic shape of the switching diagram near the cr
ing of theA50 andB50 lines ~see text!: ~I! stable focus,A,0,
B,0; ~II ! unstable focus,A.0, B,0; ~III ! unstable centerB
.0, m1,2.0; ~IV ! saddleB.0, m1,0,m2; and~V! stable center
B.0, m1,2,0.
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gs5g~P,21!. ~16!


The eigenvalues are


mS5v jg~21!1a~vH2vK!6 i uvH2vK2av jg~21!u
~17!


and the stability condition is


v jS,2
a~vH2vK!


g~P,21!
. ~18!


The regions of stability of the North and South Poles a
shown in Fig. 3. In this figure we also show the flow patte
on the unit sphere. To do that we project the sphere on
plane, so that the South Pole is represented by the origin
the North Pole is projected to infinity. First of all, we see th
there is a region where neither equilibrium is stable. T
will be discussed in the following section. Out of the oth
three regions two have just one stable state and the third
has two stable states. In the former cases any initial posi
of n on the sphere evolves into the corresponding sta
equilibrium. In the latter case, the sphere is divided into t
parts: the basins of attraction to both equilibria. This situ
tion closely resembles the one with one absolute minim
and one metastable minimum of energy. However one ha
remember that energy is not conserved in the presence o
current and we obtained the information about the flow a


s-


FIG. 3. ~Color online! Switching phase diagram for the axia
case.~I! Easy axis in the small piece;~II ! easy plane in the smal
piece. Regions are marked either by listing possible stable confi
rations~thick arrow representss and thin arrow representsn) or by
PS which is the precession region. The small hatched regions
discussed in Sec. III B. Time-evolution flow on the projected sph
~N is mapped to infinity and S to the origin! is shown for the case
of easy axis:~A! For stable North Pole,~B! for bistable region,
~C! for stable South Pole, and~D! for stable precession cycle. Th
easy-plane flow is slightly more complicated, as explained
Appendix C.

1-5







t
ia
n
,
si
x-


ig
ti
th
de
th
l


cu
to
-


ne


ec


er
is
ts


f
e
b


is


ve
th


fre


.


ion
the


d
is a
the


S
ility
ber


cles
r un-


the
-


the
tate


cles
the
by


ve
of


cle


pole
ycle
ove


nd
cle


es
the
ion,
an


er


YA. B. BAZALIY, B. A. JONES, AND SHOU-CHENG ZHANG PHYSICAL REVIEW B69, 094421 ~2004!

stability of equilibria not from the energy minimization, bu
from the dynamic equations analysis. The phase flow d
grams for cases with one and two stable points are show
Fig. 3~A,B,C!. In Fig. 3~I,II ! we show regions of stability
indicating bistable regimes which will produce hystere
upon switching in current with fixed magnetic field, for e
ample.


When a current is changed at fixedvH the system will
follow a vertical line on the phase diagrams shown in F
3~I,II !. If this line crosses the bistable region, a hystere
behavior will be observed. For example if one starts from
domain where only parallel configuration is stable and
creases the current, the configuration will be stable all
way down tov jN line, where a switch to the antiparalle
configuration occurs. If one goes back by increasing the
rent, the antiparallel configuration will remain stable up
the v jS line. At both switching points a jump in the resis
tance of the wire will be observed due to the giant mag
toresistance effect. The case when thevH5const line crosses
the precession region will be discussed in the following s
tion.


B. Precession states in the axial case


It is important that there is a region on the diagram wh
both equilibrium points are unstable. Since the sphere
compact manifold, this necessarily means that there exis
stable cycle, around whichn performs a periodic motion. O
course, the energy is still dissipated due to the presenc
the Gilbert damping term in the equations. But it also can
drawn from the current. In the precession state there
balance between the energy influx and it’s dissipation.


In general, stability analysis of equilibria does not gi
any information about the shape of such cycle. But in
axial case it is easy to guess thatn will be circling around a
parallel determined by an angleu0, such thatu̇50. From
Eq. ~7! this means


u̇5v j


g~cosu0!


a
1~vH1vKcosu0!50, ~19!


ḟ5vH1vKcosu0 .


These equations give the position of the cycle and the
quencyv5ḟ of the precession. The sign ofv gives the
direction of precession. We see thatf does not enter Eq
~19!. From the second equation cosu05(v2vH)/vK , so we
reduce the system to one equation


v j


a
gS v2vH


vK
D1v50, ~20!


which, due to the requirement21<cosu0<1, should be
solved on the interval


v2<v<v1 , ~21!


v2[vH2uvKu, v1[vH1uvKu.


We rewriteg(x) as
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g~x!5
1


f ~P!~31x!24
5


1


f ~P!~x1j!
, ~22!


j[32
4


f ~P!
,


where, according to Eq.~3!, PP@0,1# correspondsf (P)
P@2,1`) andjP@1,3#, and cast Eq.~20! in the form


v jvK


a f ~P!
52v~v2vH1jvK!. ~23!


Solutions of this quadratic equation on the interval~21!
are analyzed in Appendix C. First, it always has one solut
in the PS region of the switching diagram. For this case
flow on the sphere is shown in Fig. 3~D!. It is somewhat
similar to the flow in Fig. 3~B!: in both cases the upper an
lower parts of the sphere are separated by a cycle, but it
stable cycle in the former case and an unstable one in
latter case.


Second, Eq.~23! can also have solutions outside of the P
region. To understand what happens, recall that our stab
analysis of the equilibrium points cannot predict the num
of cycles between equilibria. It turns out, that when Eq.~23!
has solutions outside the PS region, there are two cy
between South and North Poles: one stable and anothe
stable. An unstable cycle separates the stable cycle and
stable equilibrium. This situation will be called a ‘‘cycle-and
pole’’ state. Its domain of existence is shown in Fig. 3~I,II !
by the hatched regions and is labeled as PS1N or PS1S on
the switching diagram, where the second letter denotes
stable pole. The cycle-and-pole state transforms into a s
with a single stable pole when stable and unstable cy
merge and annihilate. This event happens far away from
equilibrium points and therefore cannot be detected
studying their stability.


It is instructive to follow the transformation of the flow
pattern asv j changes from large positive to large negati
values at a fixedvH . For example, let us consider the case
vK,0 and choosevH so that during thev j sweep we will
cross both the PS region and PS1S region~see Fig. 4!. At
v j5v jN the North Pole becomes unstable. A stable cy
nucleates around it and starts to grow. Whenv j reachesv jS ,
an unstable cycle nucleates around the South Pole. This
becomes stable and is now separated by the unstable c
from the stable cycle. The stable and unstable cycles m
towards each other, until they collide at somev jc and anni-
hilate. After that, only the South Pole is stable.


If we would increasev j from a negative value, we would
observe how atv jc two cycles are created on the sphere a
then travel to the opposite poles. First the unstable cy
would reach the South Pole atv j5v jS and disappear, then
the stable cycle would reach the North Pole atv j5v jN and
disappear as well.


When thevH5const line crosses the PS region but do
not cross the cycle-and-pole region, the behavior of
stable cycle is simpler. As one enters the precession reg
the stable equilibrium becomes unstable by developing
infinitesimal stable cycle around itself. Upon going furth
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into the PS region, the size of the precession cycle beco
larger and eventually the magnetization of the small pi
precesses along the equator of the unit sphere. After that
precession cycle begins to shrink around the other equ
rium. It finally converges on the other equilibrium and mak
it stable. Thus as one crosses the PS region the ang
stable precession continuously changes betweenu50 and
u5p. The resistance of the wire will change continuous
between the parallel and antiparallel values.


C. Evaluation of the frequency


The precession state is an interesting candidate for ob
vation with a magnetic force microscope, which can det
the oscillations of the magnetic moment by the mechan
response of its cantilever and measure their frequency.
shown in Appendix C that as one performs a current swee
a fixedvH through the precession region two situations
possible. If at a givenvH the cycle-and-pole state does n
exist, the frequency of oscillations changes in the inter
vH6uvKu. If the cycle-and-pole state exists, the frequen
changes in the interval@vH2uvKu,vc# ~see Appendix C for
details!. The possible value ofvH , however, depends on th
location of the precession domain on the parameter plan


For the easy-axis case one has


vH,2vK


g~21!1g~1!


g~21!2g~1!
,0


in the PS domain. Therefore by the order of magnitude p
cession has a frequency ofvK and higher. In other words, th


FIG. 4. ~Color online! Evolution of the stable equilibria and
cycles in a current sweep. The regions are marked like in Fig
The value ofvH is chosen so that both pure precession and ‘‘cyc
and-pole’’~hatched! regions are crossed. Appendix C discusses
phase flow in greater detail.
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current excites ferromagnetic resonance modes in the s
magnetic piece.


In the easy-plane case (vK,0) the PS region includes th
points withv j50. At zero current the precession frequen
is always zero~this is just a statement that any direction
the easy plane is an equilibrium!. For the small currentv j
→0, we havev→0 and its sign determines the direction
the precession. In this regime the termv/vK→0 on the
right-hand side of Eq.~20! can be neglected. This gives


v'
v j


a f ~vH /vK1j!
. ~24!


To estimatev j we can approximate the magnetizationM of
the ferromagnet byM5mB /a3 where a is the lattice con-
stant. Then


v j5g
\


2


j


e


1


l s


1


M
5


j


e


a3


l s
.


Taking a50.5 nm, l s510 nm we estimate


v j~1/s!'780j ~A/cm2!.


Let us further assumea50.05 andP50.5, so thatf 52.4,
j51.3. Then


vF1


sG' 6.53103


vH /vK11.3
j F A


cm2G .
In the small current approximation (uv j u!uvKu) used to ob-
tain this formula it is appropriate to consider thatvH /vK
P@21,1# in the precession region.


D. Polarizer switch by external magnetic field


Everywhere above we implicitly assumed that the pol
izer does not change its direction regardless of the magni
of the external magnetic field. In real life this is of course n
true. Even if the polarizer is made from a very hard magne
material, large enough negative magnetic field will switch
into the opposite direction. How will that change the switc
ing diagrams considered above?


First of all, the diagrams must be now cut off at som
negative fieldvHP corresponding to the coercive force of th
polarizer. As drawn, they are valid only forvH.vHP . Sec-
ond, from the symmetry of the Eq.~4! it is intuitively clear
~and can be derived mathematically!, that with the polarizer
switched to the opposite direction we can use the results
the point (v j ,2vH) on the already available switching dia
gram. The corresponding equilibrium directions of the an
lyzer will be the same relative to the new direction ofs. The
new switching diagram will be a mirror reflected image
the original one. Note that this symmetry argument is o
valid when vectorss andB lie in one of three planes forme
by principal axes of the anisotropy tensorv̂K , which is true
in all cases discussed in the present paper.


If during the experiment some polarizer switching eve
occur, both switching diagrams, for the original direction
the polarizer and for the reversed direction, have to be u


3.
-
e
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An example of this is shown in Fig. 5 for the axial case w
analyzer having easy-axis anisotropy.


IV. AXIS AND PLANE CASE


Here we expand the treatment for the case when all th
principal components ofv̂K are different. In particular we
will assume that the small piece has two contributions
anisotropy: an easy plane and an easy axis that is directe
this plane. This is the actual anisotropy pattern of the Cor
group experiment10 ~see Fig. 6!. Magnetic pieces there ar
thin disks—that give an easy-plane contribution tov̂K ~the
plane is the plane of the disk, i.e., in this experiment it
perpendicular to the wire!. The easy-axis contribution come
from either magnetocrystalline anisotropy that has an a
perpendicular to the wire, or from the additional shape c
tribution in the case of the noncylindrical nanopillar studi
in Ref. 11. In accord with the experimental setting we


FIG. 5. ~Color online! Switching diagrams for the easy-axis ca
with the polarizer switching at the coercive field6vHP . It is as-
sumed thatuvHPu is less than the field of precession state onset. T
left panel shows the diagram fors prepared pointing along the1z
direction. At vH52vHP a polarizer switch to the2z direction
occurs after which the right panel is applicable. The polari
switches back if the field is increased up to1vHP . Then the left
panel becomes again applicable.


FIG. 6. ~Color online! Schematic view of the Cornell grou
‘‘nanopillar’’ and its anisotropies.
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sume that a specific direction of the external magnetic fie
namely,B, is collinear with the easy axis of the pieces. In t
paper of Sun31 this arrangement is called an ‘‘on-axis’’ ge
ometry. We will denote the strength of the easy-plane anis
ropy by vp>0 and the easy-axis anisotropy byva>0.


We note that in the actual experiment10 the polarizer was
designed to switch in a very low magnetic field.48 Therefore
only thevH.0 part of the switching diagram is probed~see
Sec. III D!. However we present results for arbitraryvH
which can be useful for the future setups.


The ‘‘axis and plane’’ anisotropy has both cases cons
ered in Sec. III as its limiting cases. If we setvp50, equa-
tions will reduce to those of the ‘‘axial easy axis’’ case f
va.0 and to those of the ‘‘axial easy plane’’ forva,0.
Here we want to remind that spin transfer is independen
the relative orientation of the currentj and spin polarization
s ~see Sec. II!. What matters is the relative orientation ofs
with respect to the principal axis ofK̂. If one could prepare
a sample with pure easy axis perpendicular to the wire
put it in the external field along this axis, the system wou
behave in the same way as the axial easy axis of Sec. I


To study the axis and plane case we will use two coor
nate systems, characterized by differentz axis of the spheri-
cal coordinates in the spin space. In thez' system, thez axis
is perpendicular to the easy-plane, and in thezuu system it is
aligned along the easy axis~and s). We do that to avoid
working with equilibria near the North and South Pole
which are the singular points of the polar coordinate syste
As we saw in Sec. III, one has to modify coordinates to stu
the stability of an equilibrium point if it happens to coincid
with N or S. We will see that in the axis and plane case th
are four equilibrium directions ofn: two collinear directions
n↑↑s, n↑↓s and two canted directionsnC and nD . If only
one spin coordinate system is used, some of these direc
under certain conditions approach N and S. By using t
coordinate systems one can avoid the difficulties in study
the stability of those equilibria.


A. Calculation in the z� system: Collinear equilibria


The magnetic field is given byvW H5vHex , the polarizer
direction bys5ex , and the anisotropy tensor by


v̂K5Uva 0 0


0 0 0


0 0 2vp


U .


We now substitute that into Eq.~4! and following Appendix
B we derive


vf52h cosu cosf2~Kp1Kacos2f!sinu cosu2Ig sinf,


vu5h sinf1Kasinu sinf cosf2Ig cosu cosf,
~25!


g5g~sinu cosf,P!.


e


r
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1. Equilibrium directions ofn


First we observe, that Eqs.~25! can be rewritten in the
form


vf5cosu@2h cosf2~Kp1Kacos2f!sinu#2Ig sinf,


vu5sinf~h1Kasinu cosf!2Ig cosu cosf,


which clearly shows that there is a solution cosu50, sinf
50. This defines two equilibrium directions ofn: parallel
(nA :u5p/2, f50) and antiparallel (nB :u5p/2,f5p) to
s. Positions of these equilibria do not depend on the curr
and applied magnetic field. In thez' coordinates we will be
studying only those two equilibria. Other equilibria will b
studied in thezuu coordinates.


2. Stability analysis of the collinear equilibria


For an arbitrary point (f,u) one has the expansion


S dvf


dvu
D 5UV11 V12


V21 V22
US df


du D , ~26!


V115vHcosu sinf12vasinu cosu sinf cosf


2v jg cosf2v j f g2sinu sin2f,


V125vHsinu cosf1~sin2u2cos2u!~vacos2f1vp!


1v j f g2cosu sinf cosf,


V215vHcosf1vasinu~cos2f2sin2f!


1v jg cosu sinf~12 f g sinu cosf!,


V225vacosu sinf cosf1v jg cosf~sinu


1 f g cos2u cosf!.


Now for the equilibrium directionnA we obtain


V̂A5U2v jg~1,P! vH1~va1vp!


vH1va v jg~1,P!
U.


The dynamic matrix for sinu51 is given by


DA5U 1 2a


2a 21
UV̂


5U2v jgA2a~vH1va! vH1va1vp


2~vH1va! 2IgA2a~vH1va1vp!
U,


wheregA5g(1,P), and has the following eigenvalues:


mA52@v jgA1a~vH1va1vp/2!#


6A2~vH1va!~vH1va1vp!.


Here we calculated up to the lowest order ina. We see that
in terms of the discussion of Eq.~14! the expression for
B(vH ,v j ) contains zero order terms, i.e., small current c
not change its sign and we may neglect the higher ter
HoweverA(vH ,v j ) starts with terms linear ina and v j .
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Therefore small current can switch between stable and
stable foci. In the present caseB(vH ,v j ) is positive for
2(va1vp)<vH<2va and negative otherwise. We ma
conclude that everywhere inside the interval@2(va1vp),
2va#, except very close to its ends where the square r
term and the first term are comparable, the eigenvaluesmA
are real numbers with opposite signs and so the equilibr
is a saddle. In terms of Fig. 2 regions III and V become ve
narrow wedges and we ignore them in our discussion. O
side of the interval@2(va1vp),2va# the equilibrium is a
focus, stability of which~again everywhere except very clos
to the ends of the interval where higher-order terms in thea
expansion will play a role! is determined by RemA,0. We
get two conditions for the stability region of thenA equilib-
rium:


v j>2a
2vH12va1vp


2g~1,P!
, ~27!


vH <2~va1vp! or vH>2va .


For the antiparallel equilibriumnB we have


V̂B5Uv jg~21,P! 2vH1~va1vp!


2vH1va 2v jg~21,P!
U


and the dynamic matrix


DB5U 1 2a


2a 21
UV̂B


5Uv jgB2a~2vH1va! 2vH1va1vp


vH2va v jgBa~2vH1va1vp!
U


with gB5g(21,P). The eigenvalues are


mB5v jgB2a~2vH1va1vp/2!


6A2~va2vH!~va1vp2vH!.


Now B(vH ,v j ) is positive forva<vH<va1vp and nega-
tive otherwise, and the conclusion, valid again everywh
except very close to the ends of this interval, is that ins
the interval the point is a saddle and outside it is a focus. T
stability of the focus is given by RemB,0. Together with the
domain of existence of the focus it gives two conditions


v j<a
22vH12va1vp


2g~21,P!
,


vH>va1vp or vH<va .


B. Calculation in the zzz system: Noncollinear equilibria


First we repeat the derivation ofvf ,vu . The magnetic
field is equal tovW H5vHez , the polarizer direction is given
by s5ez and the anisotropy tensor is equal to

1-9
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v̂K5U2vp 0 0


0 0 0


0 0 va


U .


Again with Eq.~4! and Appendix B we derive


vf5h sinu2~Ka1Kpcos2f!sinu cosu,


vu52Kpsinu sinf cosf1Ig sinu, ~28!


g5g~cosu,P!.


We see that thezuu coordinate system gives simpler expre
sions for the force projectionsvf ,vu , and recall that the
only reason for doing the calculation in thez' coordinates
was to avoid the singularities associated with the equilibri
directionsnA/B in the zuu system.


1. Equilibrium directions


First of all we see that sinu50 solves Eqs.~28!. This
corresponds to pointsu50 andu5p i.e., directionsnA and
nB that were already considered before. For sinuÞ0 we have
the following system:


vH2~va1vpcos2f!cosu50,


vpsinf cosf1v jg50,


from where we get


cosu52
vH


va1vpcos2f
,


vpsinf cosf5v jg~cosu,P!.


From the first equation we can get expressions for cos2f and
sin2f through cosu as


cos2f5
2va2vH /cosu


vp
,


sin2f5
vp1va1vH /cosu


vp
. ~29!


We substitute these expressions into the second equ
squared, use the form ofg, Eq. ~22!, and get


2@~vp1va!cosu1vH#~vacosu1vH!5
v j


2cos2u


f 2~cosu1j!2
.


~30!


The plots of both sides as a function ofz5cosu are shown in
Fig. 7. There are two solutions: pointsC and D. These are
states whose magnetization lies at an angle, canted, to
easy axis~ands andB). For zero current we get


cosuC52vH /~va1vp!, sinfC50, ~31!


cosuD52vH /va , cosfD50.
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Dependence of the solutions of Eq.~30! on the parameters
vH andv j means that by changing these parameters one
change the equilibrium directionsnC/D , or equivalently
move pointsC andD along the surface of the unit sphere
sketched in Fig. 7. From the graphic solution we can c
clude qualitatively that when current is increased at fix
magnetic field,C andD move towards each other, eventual
merge, and annihilate. When magnetic field is changed
fixed current,C andD move towards North or South Poles o
the z' coordinate system, and merge withnA/B equilibria.


We start by looking for the domains of existence of t
solutionsC andD. Since Eq.~30! is a fourth-order algebraic
equation, it has to be solved numerically. A representa
picture is shown in Fig. 8. The characteristic height of t
domes in this picture can be estimated atvH50,


v j max' f jA~va1vp!va . ~32!


2. Stability analysis ofnB and nC equilibria


First of all one can check that at zero currentC and D
equilibria correspond to the maxima of the magnetic ene
They are therefore unstable and play no role in the us
magnetic studies. However we will see below that in t
presence of the current they can be stabilized. In a sense
is a phenomenon opposite to the one discussed in Sec. I
There a stable equilibrium was destabilized by the curren


Expansion ofvf ,vu gives theV̂ matrix defined in Eq.~9!,


V̂5U2
vp


2
sin 2f cos 2u U


2vpsinu cos 2f 2
vp


2
cosu sin 2f1v j gW


U ,


W5~cosu1 f g sin2u!,


U5vHcosu1cos 2u~va1vpcos2f!,


where we useddg5 f g2sinudu in the zuu system. The dy-
namic matrix


FIG. 7. Left panel: graphical solution of Eq.~30! for the vH


.0 case. The left-hand side of Eq.~30! is represented by a dashed
dotted line and the right-hand side is represented by a dashed
Right panel: The trajectories of the pointsC andD on the sphere as
their position changes with increasing current.
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D̂5U1/sinu 2a/sinu


2a 21
U V̂5UD11 D12


D21 D22
U


has components


D115vp~2cosu sin 2f1a cos2f!,


D125U/sinu1
avpcosu sin 2f


2 sinu
2


av jgW


sinu
,


D215vp~sinu cos 2f1 1
2 sin 2f sin 2u!,


D2252aU1
vp


2
cosu sin2f1v jgW,


and the eigenvalues are given by


m5
D111D22


2
6A~D112D22!


2


2
1D12D21. ~33!


At the equilibrium directions using Eqs.~28! and ~29! we
have


sin 2f5
2v jg


vp
,


cos 2f52
2va1vp12vH /cosu


vp
,


cos2f5
2va2vH /cosu


vp
,


which makes it possible to express allf-dependent terms in
D̂ through cosu. This gives U5vH(12cos2u)/cosu and
then


D11522v jg cosuaS 2va1vp1
2vH


cosu D ,


D125
1


sinu S vH


12cos2u


cosu
1av jg~cosu2W! D ,


FIG. 8. Domains of existence of solutionsC and D for va


5vp . For zero currentD exists for2va<vH<va andC exists for
2va2vp<vH<va1vp . However for finite currentD can exist
for a larger interval.

09442

D215sinuS 2av jg cosu22va2vp2
2vH


cosu D , ~34!


D2252avH


12cos2u


cosu
1v jg~cosu2W!.


Now we can substitute Eq.~34! into Eq. ~33!, and get an
expressionm(cosu,vj ,vH). To study stability, Eq.~30! has to
be solved for cosu and its solution substituted into
m(cosu,vj ,vH). Knowing m(v j ,vH) we can divide the pa-
rameter plane (v j ,vH) into regions wherenC/D exist and
subregions where they are stable. For arbitrary (v j ,vH) this
procedure requires a numeric solution of the fourth-order
gebraic equation~30!.


3. Stability analysis ofnCÕD equilibrium direction for small
currents


Several simplifications happen when the current mag
tude is small, i.e.,v j!v j max. Using Eq.~33! we see that the
first term inm, Eq.~33!, is of the first order in currentv j and
damping coefficienta, while the expression under the squa
root starts with a zero-order term. Such situation was alre
discussed in Secs. III A and IV A 2: the switching betwe
stable and unstable focuses is controlled by the first-or
terms and therefore can happen forv j;av j max.


For nonzero current pointsC and D move from their
original positions. But from Eq.~30! we see that correction
to cosu are starting with the terms quadratic inv j , so in the
linear approximation we can use Eq.~31!.


To begin with, we determine whether equilibria are foci
saddles/centers. We calculateQ5(D112D22)


2/41D12D21
leaving only zero-order terms. For pointC


QuC52S 12
vH


2


~va1vp!2D ~va1vp!vp,0,


where the last inequality is true for all values ofvH at which
C exists. ThereforeC is a focus. For pointD


QuD5S 12
vH


2


va
2 D vavp.0,


where again the inequality is always fulfilled as long as eq
librium D exists for v j→0 . SinceD111D22;a,v j is a
small value, the eigenvalues of the dynamic matrix at po
D almost always~see corresponding discussion in Se
IV A 2 ! have opposite signs and hence pointD is a saddle.
Accordingly it is never a stable equilibrium and we can d
regard it in the further analysis.


PointC is a focus, stability of which is determined by th
sign of RemC5(1/2)(D111D22)uC . Expansion of this quan-
tity up to the linear terms inv j anda reads


RemC5
1


2 H 2v jgF 22vH


va1vp
1 f gS 12


vH
2


~va1vp!2D G
1aS 2vp1va2


vH
2 D J

va1vp
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and changes sign at


v jC5
a@2vp1va2vH


2 /~va1vp!#


gV
, ~35!


V52
2vH


va1vp
1 f gS 12


vH
2


~va1vp!2D .


The numerator of the formula is positive,g is always
positive as well, butV changes sign on the intervalvH
P@2va2vp ,va1vp# since V(vH52va2vp)52 and
V(vH5va1vp)522. We find that the pointv* whereV
50 is given by


v* 5~va1vp!@j2Aj221#


so that


~322A2!~va1vp!,v* ,~va1vp!.


Finally, examining the sign of RemC one can check that fo
vH,v* point C is stable forv j.v jC , and forvH,v* it is
stable forv j,v jC . Thus we identify a novel equilibrium
phase, the canted phase. Its angle with regard to the easy
is given to first order by Eq.~31!. An example of the time-
evolution flow for the case whenC is stabilized by the cur-
rent is shown in Fig. 9.


The stability regions of equilibriaA, B, and C on the
parameter plane are shown in Fig. 10. Their boundaries
given by Eqs.~27!, ~28!, and~35!. As in the axial case, ther
are regions where neither equilibria is stable and thus a
cession state occurs. Here we cannot make a stronger s
ment about the absence of the precession states in other
of the switching diagram. In fact our experience from t
axial case, where precession states were analyzed in d
shows that such situation may well occur. This figure p
sents the low current limit of the switching diagram of t
Cornell nanopillar device. Below we make several rema
about it.


Different types of behavior are now predicted for the e
periments in which a current is swept at fixedvH . As men-
tioned at the beginning of Sec. IV, the actual experim
measures only thevH.0 part of the switching diagram
There are three regimes for positive magnetic field.


For 0,vH,va the switching pattern will be similar to
the axial case, but in addition, here the canted equilibriumC
will become stable for large enough positivev j . Since this
will happen on top of already stable equilibriumA, a switch
to C is unlikely. However one can put the system into theC
state by following a different path on the parameter plane.
obtain the canted state at zero magnetic field, for exam
one could start at negative field, increase the current pas
critical value forC equilibrium, and then decrease the field
zero.


For va,vH,va1vp the switching will happen eithe
betweenA and precession state~without hysteresis! or be-
tweenA andC ~with hysteresis!. It is important to note that
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in this regime switching with hysteresis happens not betw
parallel and antiparallel states, but between parallel
canted states.


For va1vp,vH we return back to hysteretic switchin
betweenA andB similar to the axial case. The canted state
never stabilized in this regime.


The experimental results9–12are consistent with those pre
dictions for 0,vH,va , where hysteretic switching was ob
served. They also observe several different precession
gimes forva1vp,vH . The intervalva1vp,vH was not
yet investigated systematically.


FIG. 9. Time-evolution flow whenB andC are stable equilibria
andA is an unstable equilibrium.


FIG. 10. ~Color online! Switching diagram of the ‘‘axis and
plane’’ case for small currents. The domains of stability are mar
by letters~see text! and arrows, showing the relative orientation
s ~thick arrow! andn ~thin arrow!. The parallel configurationnA is
stable inside two wedges opening up, the antiparallel configura
nB is stable inside two wedges opening down, and the canted
figuration nC is stable in two domains above and below the ho
zontal axis, but both lying inside the6(va1vp) interval. Within
the shaded regions neither equilibrium is stable, thus a stable
cession is happening.
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C. Comments on the ‘‘axis and plane’’ case


It is easy to check that forvp50 we recover the axia
case, Sec. III, Fig. 3. The only subtlety here will be that sin
for vp50 positions of the pointsC andD are given by the
same expression cosu5vH /va , those points formally coin-
cide. In reality those points just do not exist as we saw
Sec. III. The gap betweenva and va1vp in the lines of
stability of equilibria nA/B closes forvp50 and thus the
axial case is exactly reproduced.


Now consider the ratio of the critical currentsv jC and
v jB at vH50. One has


v jC~vH50!5a
2vp1va


f g2~0!
5a~2vp1va! f j2, ~36!


v jB~vH50!5a
2va1vp


2g~21!
5aS va1


1


2
vpD f ~j21!.


Thus


v jC


v jB
52


2vp1va


vp12va


j2


j21
>4


and the stability line ofC in Fig. 10 is always higher than th
stability line of B at vH>0. This is important for the com
parison with the results of the Cornell group experiment10


because there only thevH>0 region of the switching dia-
gram is probed as explained in the beginning of Sec. IV.


When vH is in the vicinity of v* , the critical current,
given by Eq.~35!, diverges, violating the underlying assum
tion of small current. This poses a question of the real
havior of the stability boundary ofC in this region. Using
exact formulas from the preceding section we have p
formed a numeric calculation for a representative set of
rameters and found that the switching boundary indeed
tends upward, where it joins the line ofC-D convergence as
shown in Fig. 12. Recall here that the positions of pointsC
andD are given by Eq.~31! only for small current. For large
currents Eqs.~29! and ~30! must be solved. As a result th
positions ofC and D move along the sphere as current
increased and eventually these two points coalesce and
appear.


The canting angle depends on the current and magn
field, and these can be used to engineer a desired ‘‘switc
angle’’ between pointsC andA. This angle can be change
between 0° and 180° by sweeping the magnetic fieldB, Eq.
~31!. But according to Eqs.~29! and ~30! it also can be ad-
justed by increasing the current. To give an example,
calculated the current dependent changesdu( j ) and df( j )
of the polar angles of pointC. The magnetic field was set t
vH5(va1vp)/2, which gives auC5120° angle betweenA
andC at zero current. The spin-polarization degree was ta
to beP535%, and Gilbert damping was set toa50.01. In
Fig. 11 du( j ) and df( j ) are shown as functions ofj / j C ,
where j C is the minimal current stabilizing the canted sta
~36!. Note thatdu( j ) is much smaller thandf( j ). For vH
50 the angleu does not change at all and pointC moves
along the paralleluC590°. Since the resistance of the stru
ture is a function ofuC , it would not be a very sensitive
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indicator of the current-induced displacements of equil
rium C. For the particular set of parameters used to plot F
11 the polar angle changes are small forj ' j C . They become
significant for currentsj '10j C . These current values corre
spond to the upper boundary of the stable canted state in
12.


For the particular set of parameters chosen to calculate
switching diagram in Fig. 12 pointC was still a focus for all
the values of current, even though the argument of S
IV B 3 does not apply any more when the current is n
small. PointD was a saddle for all currents as well. The
statements were only violated very close to the merg
point whereQ→0 and the higher-order terms ina started to
play a role~cf. Sec. IV A 2!. Representative results for th
switching diagram are shown in Fig. 12. We show this figu
to give a general idea of the topology of the diagram
large v j . The actual calculations should be made as
plained at the end of Sec. IV B 2, but they will be on


FIG. 11. Deflection of pointC by a large current.


FIG. 12. ~Color online! A representative switching diagram fo
the ‘‘axis and plane’’ case for all values of current. Labeling is t
same as in Fig. 10. The upper boundary of the canted state sta
region is the line where equilibriaC andD merge. More precession
regions, marked PS, show up for large currents. Figure 10 is
blowup of this figure at small currents.
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needed if experimental currents could be increased by a
tor of 1/a;100 compared to the values of Ref. 10.


There is a restriction onP which should hold in order for
us to be able to calculate in the small current approximat
Critical currents for equilibrium directionsnA,B,C are given
by formulas~27!, ~28!, and~35!, each of which hasa in the
numerator andg, evaluated at the appropriate equilibriu
point, in the denominator. In order for the small current a
proximation to hold the critical current must be much sma
than the current at whichC andD merge, i.e.,v j!va1vb
must be true. From here it follows thata/g!1 should hold,
and sinceg(x)51/@ f (x1j)#, this gives a requirement


a f ~P!!1. ~37!


Here a is a small parameter, butf (P)5(11P)3/(4P(3/2))
can become large asP→0. At smallP we can approximate
~37! by


P@~2a!(2/3). ~38!


For a50.01 it givesP@0.07 which can be satisfied for ma
terials with large spin polarization. However already fora
50.05 one would requireP@0.22 so the small current ap
proximation would not be too good and one should num
cally solve Eq.~30! and find the eigenvalues of the dynam
matrix given by Eq.~34!.


V. CONCLUSIONS


We have obtained exact results about the stable equili
of the magnetic piece with a spin-polarized current flowi
through it. It is seen that the switching pattern depends c
cially on the magnetic anisotropy and the direction of pol
ization of incoming current. For more complicated anis
ropy new hysteresis patterns are possible and n
equilibrium configurations can be stabilized. Therefore o
should be careful in applying the intuition gained from a t
study of one anisotropy pattern to ‘‘similar’’ patterns. Pred
tions made for the axial and axis and plane cases can be
to experimentally test the spin-transfer theory,26 in particular
the accuracy of the factorg(P,sn). This is especially inter-
esting because alternative descriptions of current driven
citations are put forth in the literature. Obtained switchi
diagrams show that axial easy axis configuration~Fig. 3! and
axis and plane configuration for the magnetic field such t
vH lies outside of the@va ,va1vp# interval~Fig. 10! satisfy
the criteria for application in memory cells discussed in
Introduction. For other configurations and values of ma
netic field the modified Landau-Lifshitz equation predic
new phenomena: stabilization of canted state and preces
states. If observed experimentally these could becom
strong argument in favor of the spin-transfer theory in
present form.


Our method is fairly general and can be used to calcu
exact switching diagrams for devices with new anisotro
patterns as they will be fabricated for future experimen
Although it does not give a complete picture~no information
about the stable cycles far away from equilibrium points c
be obtained!, it is still very useful to develop an understan
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ing of the current-induced magnetic switching.
For example, since up to date magnetization direction


not experimentally measured but rather inferred from the
sistive state of the wire, it is important and greatly simplifi
comparison between theory and experiment that the num
or resistive states can be different for axial and axis a
plane cases due to the possibility of stabilizing the can
configuration. Also in these two cases the switching curre
have qualitatively different dependence on the magn
field. In experiments capable of direct measurement ofMS
one will see that it rotates by 180° degrees in the axial c
and by a magnetic-field-dependent angleuC(B) in the axis
and plane case. The precession state can be a good cand
for observation with the magnetic force microscope, es
cially since its frequency can be tuned by current.


To get an estimate of the switching current density
calculate criticalv j for the axial easy plane case atvH50
using Eq.~15! and converting to normal units using Eq.~5!.
We get


v j5a
uvKu


g~P,1!
⇒ j 5aS e


\ D uK ( intr )24pM2u
g~P,1!


LS .


For a small piece withLS51 nm, dampinga50.05, and
40% polarization degree one getsj '6.73107 A/cm2 using
the values ofK ( intr ) andM for cobalt.


Below we make several remarks on the issues that w
postponed so far and will be left for the future work.


According to Slonczewski,26 the spin-transfer effect can
be described by an additional term in the Landau-Lifsh
equation representing the torque induced by the curr
Therefore Ref. 26 and other papers, which follow this sch
of thought~including the present one!, implicitly assume that
the magnets are completely described by the possibly sp
and time-dependent mean-field magnetizationM (r ,t), and
the spin-transfer torque leads to a rotation ofM . Another
point of view, expressed in particular in Ref
1–3,9,10,49,50, is that the current creates spin-wave ex
tions in the magnetic piece~see Appendix D!. In a previous
calculation27 we found that spin waves can be even induc
in a bulk magnet by a large current density (.108 A/cm2).
The analysis of the spin-wave picture and its comparis
with the coherent rotation picture is beyond the scope of
present paper, but is a necessary direction of future inve
gations.


As derived in Ref. 26, the torques acting onMS andML
are equal in absolute value, because of an implicit assu
tion l sd→` made in the derivation. For a finite ratiod/ l sd ,
whered is the thickness of the normal spacer between
magnetic pieces, the torque acting on the piece which e
trons cross first as they flow with the current will be small
To establish the interaction electrons have to spend tim
both pieces. Those hitting the piece downstream are alre
polarized by the upstream piece. But the magnetization
the upstream piece itself can only be influenced by the e
trons reflected back to it from the downstream piece, a
those electrons have to travel twice more distance in
normal spacer. Since the polarization decays in the spa
those electrons will induce a smaller torque. The small m
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netic piece will be upstream or downstream depending on
current direction, thus the torque formula will change wh
the current direction changes. We neglect this effect whic
reasonable in the limitd/ l sd→0.


Everywhere in the derivation we assumed the Gilb
damping coefficienta to be a constant. However even fo
bulk materialsa can depend on the direction ofn ~see dis-
cussion in Ref. 10!. This is even more true in the layere
materials with ferromagnet–normal metal boundaries, wh
the possibility of electrons entering and leaving the fer
magnet leads to additional damping.49,51–54For our analysis
this complication would mean that each equilibrium will b
characterized by a separate value ofa that will be a function
of the relative angle between the polarizer and analyzer
this particular equilibrium. For example, the dependence
thenC equilibrium direction for the axis and plane case, S
IV, on the magnitude of external magnetic field will transla
into the aC(B) dependence. The displacement of this eq
librium due to the current was negligible and can be igno
for a as well. For the precession state one expects to
sensitive toa averaged over the cycle. We want to note th
the calculation of enhanced damping anda angular
dependence53 was done in the zero-current state, while t
calculation of spin-transfer torque did not take into acco
the motion of magnetization. A systematic investigation
the interplay between these two processes may reveal m
subtleties.


In summary, we have calculated the dynamics of mag
tization reversal in a nanowire, as functions of applied c
rent and magnetic field. Magnetic switching, as per exp
ment, is the dominant behavior. Switching can also occur,
find, to a new canted phase. Precession regions are pres
the parameter space. The case of easy plane perpendicu
current has a particularly rich phase diagram. Compari
with experimental results for anisotropies considered in
work shows considerable areas of agreement with
switching diagrams. Overall, we find that switching diagra
depend critically on the anisotropy type and on orientation
spin polarizer and magnetic field. In experiments with a d
ferent combination of these external controls the switch
diagram can and should be recalculated using the me
developed here. It will generally contain the same types
regions: stable parallel and antiparallel configurations, sta
canted configurations, various regions of bistability, and p
cession regions.


Our analysis allows us to make some qualitative conc
sions about the dynamics of magnetization switching. M
netization reversal dynamics can be strongly affected by
presence of canted phases in the phase diagram, even if
ing is not stable for a given current and magnetic field. R
versal processes can be complex, and the presence o
stable magnetic states has the potential to both speed up
slow down reversal times. This has the intriguing poten
for canted states to be used to engineer optimal reve
times.
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APPENDIX A: CONSTRAINT ON THE WIRE RADIUS


To calculate the wire radius at which switching due to t
induced circular~‘‘Oersted’’! magnetic field is replaced by
the spin-transfer effect switching one would need a go
theory of the former. To appreciate the difference betwe
the mechanisms, recall that induced field switching alwa
happens through an instability towards a nonuniform m
netic configuration because a circular magnetic field wo
have no effect on the monodomain magnetic section o
circular wire.


For a very rough estimate we argue as follows. The m
netic field created by the current on the surface of a wire
radiusR is B' jR/c, wherej is the current density. It create
a M3B torque per unit volume. We estimateM'mB /a3,
wherea is the lattice constant and take the maximum p
sible value of the torqueTH associated with induced field:


TH


V
5


mB


a3


jR


c
.


The maximum value of the spin-transfer torque can be e
mated asTST'\I /e where I is the total current. SinceI
5pR2L j , whereL is the length of the magnetic piece,


TST


V
5\


j


eL


and the conditionTST@TH leads to


R!
a3


r 0L
,


r 05mc2/e2'10215 m


(r 0 is sometimes called a ‘‘classical radius of an electron!
Now for a'3 Å andL'5 nm we getR!1 mm, as the wire
radius below which spin-transfer torques should dominat


APPENDIX B: DEFINITION OF VECTORS AND
DERIVATION OF THE EQUATION OF MOTION IN THE


„f,u… COORDINATES.


To transform the vector equation~4! into a system of
equations on (f,u) we introduce two vectors orthogonal ton
and parallel to the surface of the sphere~see Fig. 13!:


ef5
@ez3n#


sinu
,


eu5@n3ef#5 ez2n cosu sinu.


This gives
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ef5$2sinf,cosf,0%5
1


sinu
$2ny ,nx ,0%,


eu5$2cosu cosf,2cosu sinf,sinu%.


For n itself one has


n5$nx ,ny ,nz%5$sinu cosf,sinu sinf,cosu%.


From there


@eu3ef#5n,


@n3ef#52eu ,


@eu3n#52ef ,


and


ėu52 u̇er1ḟ cosuef ,


ėf52ḟ~sinuer1cosueu!,


ṅ5 u̇eu1ḟ sinuef .


More useful relationships follow


@n3ṅ#5 u̇efḟ sinueu ,


@n3z#52sinuef .


Next, we derive the equation of motion in the (f,u) co-
ordinates. The end of vectorn moves along the unit sphere
So we haveṅ'n and F'n, and bothṅ and F can be ex-
panded as a linear combination ofef andeu . First


F5vfef1vueu


with


vf5~F•ef!; vu5~F•eu!


and second, from Eq.~B1!,


ṅ5ḟ sinuefu̇eu .


FIG. 13. Polar angles (f,u) and vectorsef , ef , andn on the
unit sphere.
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We obtain


@n3ṅ#5 u̇ef1ḟ sinueu


so


ṅ2a@n3ṅ#5$efeu% F sinu 2a


2a sinu 21G H ḟ


u̇
J


and Eq.~6! transforms to


F sinu 2a


2a sinu 21G H ḟ


u̇
J 5H vf


vu
J . ~B1!


APPENDIX C: DETAILS OF PRECESSION
CALCULATIONS IN THE AXIAL CASE


To consider the properties of this quadratic equation


v jvK


a f ~P!
52v~v2vH1jvK!


let us look at a graph~Fig. 14!. With (v jvK)/(a f )[ i plotted
along the horizontal axis andv plotted along the vertica
axis, the graph is a parabola rotated by 90°. It crosses
vertical line i 50 at the pointsv150 andv25hjvK . The
vertex of the parabola is located atvc5(vH2jvK)/2, i c
52vc(vc2vH1jvK)5(vHjvK)2/4.


We see that in general Eq.~23! has two solutions for
i< i c and zero solutions otherwise. However if Eq.~21! has
to be satisfied, there may be values ofi< i c , for which there
is only one acceptable solution. The number of accepta
solutions depends on the position of the parabola vertex
vc lies betweenv2 andv1 , there are at least some value
of i with two solutions. Otherwise, there is only one acce
able solution for alli< i c . The intervals ofi where solutions
exist can be described as follows. There is one accept
solution for


i ~v2!< i< i ~v1!,


i ~v![2v~v2vH1jvK!,


and there are two solutions in the interval


FIG. 14. Graphical solution of Eq.~23!.
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max~ i ~v2!,i ~v1!!< i< i c .


In the latter case there are two cycles, and it is possible
check that one is stable and the other is unstable. Using
formulas for v6 and i c we can now in principle plot the
domains with one and two cycles on the (v j ,vH) plane.


To see how those domains will fit in with the stabili
domains of the North and South Poles, we now establis
relationship between the values ofi (v6) and the stability
boundaries of those equilibrium points. We have


v jN52a
vH1vK


g~1!
52a~vH1vK! f ~11j!,


v jS52a
v2vK


g~21!
52a~vH2vK! f ~211j!,


therefore


i N52~vH1vK!vK~11j!,


i S52~vH2vK!vK~211j!.


On the other hand


i ~v1!52~vH1uvKu!~ uvKu1jvK!,


i ~v2!52~vH2uvKu!~2uvKu1jvK!,


which means that forvK.0


i ~v1!5 i N , i ~v2!5 i S


and forvK,0


i ~v1!5 i S , i ~v2!5 i N .


First, these relationships mean that there is one preces
solution for i betweeni N and i S ~depending onvK andvH
one can havei N. i S or i N, i S). Existence of a solution in
this interval either means that a stable cycle exists betw
the poles when they are both unstable or an unstable c
separates two stable poles. Second, for


max~ i N ,i S!< i< i c ~C1!


there are two cycles: one stable and one unstable. Sinc
those values ofi only one of the poles is stable, the overa
configuration is a stable cycle and a stable pole, separate
an unstable cycle. We will call this state a cycle-and-p
state, and denote it as PS1N or PS1S depending on which
pole is stable.


Conditionv2<vc<v1 gives the interval ofvH ,


vH1<vH<vH2vH1[2jvK22uvKu,


vH2[2jvK12uvKu


for which the cycle-and-pole state exists. Note that the
bility lines for the North and South Poles cross at the po
vH5vHc given by the equationv jN5v jS from which we
getvHc52jvK5(vH11vH2)/2. So the region of existenc
of the cycle-and-pole state is symmetric with respect tovHc .
In the (v j ,vH) switching diagram it lies next to the regio
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of stable North Pole forvK.0 and next to the region of the
stable South Pole forvK,0 as shown in Fig. 3.


As current is swept through the precession region at c
stantvH , the frequency of the precession changes conti
ously and one can pose a question about the boundarie
the interval the frequency sweeps. Here we will discuss
question rather briefly. For those values ofvH where the
cycle-and-pole does not exist, the precession cycle is cre
near one of the poles and then moves towards the ot
where it becomes the stable point. In this case the freque
changes in the interval@v2 ,v1#. If the cycle-and-pole ex-
ists, the stable cycle does not reach the other pole, but
appears due to mutual annihilation with an unstable cy
which was created at the other pole and moved towards
stable cycle. The next step is to convince oneself that pre
sion exists fori (v2), i (v1) and using Fig. 14 see that fo
increasing current the stable cycle is created ati 5 i (v2),
then the unstable cycle is created ati 5 i (v1), and finally
cycles merge and annihilate ati 5 i c . The frequency of the
stable cycle changes in the interval@v2 ,vc#. This picture
shows that the boundary between PS region and the cy
and-pole region happens when an unstable cycle is crea
Consequently nothing happens there with the stable c
and there is no singularity inv(v j ) dependence when thi
line is crossed.


There is one final note about the properties of the tim
evolution flow. In the discussion above we concentrated
finding the values ofu for which u̇50 and obtained stable
and unstable cycles. However those values ofu for which
ḟ50 also play an important role in the shape of the ph
flow; namely, at those lines the flow can change direct
from clockwise to counterclockwise as shown in Fig. 15.
the absence of the currentḟ50 andu̇50 lines coincide, but
for nonzero current this is not true any more. One sho
always bear this peculiarity in mind while thinking abo
particular cases of phase flow.


FIG. 15. Precession direction is reversed on the parallel w


ḟ50. This is an additional element of the time-evolution flo


which must be taken into account when parallels withḟ50 and


u̇50 do not coincide.
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APPENDIX D: SPIN-WAVE PICTURE


The idea about the possibility of spin-wave excitation fi
comes from considering current propagation through
normal-metal–ferromagnet boundary in the diffusive regi
where the mean free pathl of the electrons is much smalle
than the spin-diffusion lengthl sd . In this case the equilibra
tion of electrons with the same spin happens much fa
than equilibration between two different spin directions an
non-equilibrium state near the boundary can be descr
well by two chemical potentials55 m↑(r ) andm↓(r ) of elec-
trons with spins being parallel and antiparallel to the mag
tization of the ferromagnet. When the current is passed, th
two chemical potentials become different near the bound
~see Fig. 16!. For example, when electrons flow from th
normal metal into the ferromagnet, the energy of the sp
down electrons is larger than that of spin up. This is a n
equilibrium effect andm↓2m↑ is proportional to the curren
magnitude.


One can notice that this energy difference could be
leased if an additional mechanism of spin flipping would
provided. Spin-wave generation at the boundary is exa
such mechanism. An electron flips the spin from21/2 to
11/2 and excites a magnon withs51, thus spin conserva
tion is satisfied. Normally due to the anisotropies in the f
romagnet, the spin-wave spectrum has a gapV0; so to sat-
isfy the energy conservation one should increase current
m↓2m↑>V0 is true. This condition sets the current thres
old for spin-wave generation. It was suggested1,25 that the
resistivity jump observed in the experiment with current
jection into a multilayer was the signature of reaching t
threshold. There was however no clear understanding o
ther generation mechanism or the mechanism by which
waves lead to a resistivity jump.


The fact that spin-wave generation is allowed by ene
and spin conservation was emphasized very early
Berger.49 The next~and not yet understood! question is the
generation mechanism and the nature of the spin-wave s
In particular, it is not known whether the spin waves crea
will be coherent or incoherent. The coherent spin waves
be described with a time- and space-dependent magne
tion M (r ,t). This was first done by the authors27 by deriving
a continuous version of the modified Landau-Lifshitz equ
tions and considering the effect of current on spin waves
the bulk ferromagnet~see also Ref. 34!. For some specia
cases of multilayer structures this was done analytical37


and numerically.35,36 In this approach it is still assumed th
each electron interacts with the mean-field magnetizationM
and only the cumulative effect of many electrons drives
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wave. The precession states described in this paper a
particular case of coherent spin waves with no spatial dep
dence~or zero wave vector!.


The incoherent spin waves are described not byM (r ,t)
but by a distribution function of magnons. The differen
between them and coherent spin waves is analogous to
difference between the sound waves and the ther
phonons. Although both are associated with the same ela
properties of the solid, they represent different states of
solid body. For example, the incoherent thermal phonons
not create deformations. To have sound one needs a coh
superposition of many phonons in one state. Analogously,
presence of incoherent magnons does not create a prece
M „t… in the ferromagnet but rather decreases the magnit
of M . In the incoherent picture each magnon is created b
spin flip of an individual electron~compare with the
‘‘magnon-assisted tunneling’’ picture56!, while in the coher-
ent spin-wave picture many electrons are needed to drive
wave. In terms of influencing the current propagation, a s
with incoherent magnons is also very different from a sin
coherent spin-wave state. Formally the influence of magn
appears as a change of a collision integral in the Boltzm
equation for electrons, while the single spin-wave influen
modifies the electron motion between the collisions and
pears as a change of the convective terms.


The questions about the mechanisms of spin-wave g
eration and about the nature of the spin wave state of
ferromagnetic pieces are very important but are not clea
understood at the present time, which calls for more work
future.


FIG. 16. ~Color online! Left up: splitting chemical potentials
near the normal metal–ferromagnet boundary with electric cur
flowing perpendicular to it. Left down: spectrum of spin waves in
ferromagnet with the uniaxial anisotropy. Right: spin conservat
in the process of magnon emission.
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Laplace estimates derived from these frequencies.
This is equivalent to ‘‘seeding’’ the empirical sample
with one extra answer for each possible choice. Any
distortion in incentives can be made arbitrarily small
by increasing the number of respondents, n. The
scoring is zero-sum when " 0 1.


21. T. M. Cover, J. A. Thomas, Elements of Information
Theory (Wiley, New York, 1991).


22. S. Kullback, Information Theory and Statistics (Wiley,
New York, 1954).


23. The key step in the proof involves calculation of
expected information score for someone with per-


sonal opinion i but endorsing a possibly different
answer j,


EAlog
xj


yj


ktiZ 0


Z


;


pð<ktiÞEAlog
xj


yj


k<Z d< (a)


0


Z


;


pð<ktiÞ
Xm


k01


<k log
<j


pðtj ktkÞ
d< (b)


0
Xm


k01


pðtk ktiÞ
Z


;


pð<ktk , tiÞ


� log
pðtj k<Þ pðtk ktj ,<Þ


pðtj ktkÞ pðtk k<Þ
d<


(c)


0
Xm


k01


pðtk ktiÞ
Z


;


pð<ktk , tiÞ


� log
pð<ktk , tjÞ


pð<ktkÞ
d<:


(d)


Once we reach (d), we can use the fact that the
integral,


Z


;


pð<ktk , tiÞ log pð<ktk , tjÞ d<,


is maximized when: p(<ktk,tj) 0 p(<ktk,ti), to conclude
that a truthful answer, i, will have higher expected
information score than any other answer j. To derive
(d), we first compute expected information score (a)
with respect to the posterior distribution, p(<kti), and
use the assumption that others are responding
truthfully to derive (b). For an infinite sample,
truthful answers imply: xj 0 <j, and truthful predic-
tions: log yj 0 Fk<k log p(tjktk), because the fraction
<k of respondents who draw k will predict p(tjktk) for
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Single-Atom Spin-Flip
Spectroscopy


A. J. Heinrich,* J. A. Gupta, C. P. Lutz, D. M. Eigler


We demonstrate the ability to measure the energy required to flip the spin of
single adsorbed atoms. A low-temperature, high–magnetic field scanning
tunneling microscope was used to measure the spin excitation spectra of
individual manganese atoms adsorbed on Al2O3 islands on a NiAl surface. We
find pronounced variations of the spin-flip spectra for manganese atoms in
different local environments.


The magnetic properties of nanometer-scale


structures are of fundamental interest and may


play a role in future technologies, including


classical and quantum computation. Such mag-


netic structures are composed of magnetic


atoms in precise arrangements. The magnetic


properties of each atom are profoundly influ-


enced by its local environment. Magnetic


properties of atoms in a solid can be probed by


placing the atoms in tunnel junctions. Early


experiments with planar metal-oxide-metal


tunnel junctions doped with paramagnetic


impurities exhibited surprisingly complex con-


ductance spectra described as Bzero-bias anom-


alies[ (1–4). Such anomalies were shown to


reflect both spin-flips driven by inelastic


electron scattering and Kondo interactions of


magnetic impurities with tunneling electrons


(5–7). Single, albeit unknown, magnetic im-


purities were later studied in nanoscopic tunnel


junctions (8, 9). Recently, magnetic properties


of single-molecule transistors that incorporated


either one or two magnetic atoms were probed


by means of their elastic conductance spectra


(10, 11). These measurements determined g


values and showed field-split Kondo reso-


nances due to the embedded magnetic atoms.


The scanning tunneling microscope (STM)


offers the ability to study single magnetic


moments in a precisely characterized local


environment and to probe the variations in


magnetic properties with atomic-scale spatial


resolution. Previous STM studies of atomic-


scale magnetism include Kondo resonances of


magnetic atoms on metal surfaces (12, 13), in-


creased noise at the Larmor frequency (14, 15),
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and spin-polarized tunneling (16). We demon-


strate a technique for measuring the spin


excitation spectra of individual atoms adsorbed


on a surface using inelastic electron tunneling


spectroscopy (IETS) with a STM. Combined


with the STM_s capability to fabricate, image,


and modify atomically precise structures, this


technique provides a powerful new tool for


studying and engineering the local magnetic


properties of nanometer-scale systems.


IETS measures excitation energies, such as


vibrational energies, of atoms or molecules


within tunnel junctions (17, 18). Above a


threshold voltage, electrons are able to transfer


energy to these excitations during the tunneling


process. This additional tunneling channel


results in an upward step in conductance at


the threshold voltage. For the measurements


reported here, tunneling electrons lose energy


to spin-flip excitations of single Mn atoms. The


signature of Zeeman splitting in spin-flip IETS


is a step up in conductance at an energy


proportional to the applied magnetic field.


We used a home-built, ultrahigh-vacuum


STM that reaches a base temperature of 0.6 K


by means of a single-shot pumped 3He


refrigerator. The STM is vibrationally isolated


and at the same time thermally coupled to the
3He liquid by suspending the STM chamber


directly above the liquid. We liquefied the
3He using the Joule-Thomson effect, obviat-


ing the need for a pumped 4He reservoir.


Magnetic fields up to B 0 7 T were applied in


the plane of the sample. NiAl(110) samples


were prepared in vacuum by repeated sputter/


anneal cycles. Samples were then exposed to


È10 Langmuir of O
2


at È500 K and further


annealed at 1200 K. This resulted in the


growth of patches of Al
2
O


3
two layers thick


(0.5 nm) interspersed with regions of bare


NiAl (19). Samples were then transferred into


the STM, and Mn atoms were subsequently


evaporated onto the cold surface. Mn has


partially filled d-orbitals, and the free atom


has a total spin of S 0 5/2. The differential


conductance, dI/dV, was measured using lock-


in detection of the tunnel current I by adding a


50-6V root mean square modulation at 829


Hz to the sample bias voltage V.


A topograph of the partially oxidized NiAl


surface (Fig. 1A) shows that the bare metal


and the Al
2
O


3
oxide regions are atomically


flat. Contrast on the metal is caused by


standing waves in surface-state electrons


(20). The oxide has a nearly rectangular unit


cell 1.06 nm by 1.79 nm, which yields a


complex but nearly periodic pattern in the


STM topograph (21). The cold sample was


subsequently dosed with a small amount of


Mn, and the same area was imaged again (Fig.


1B). Single Mn atoms are seen as protrusions


with an apparent height of 0.13 nm on the bare


metal surface and 0.16 nm on the oxide. The


density of Mn atoms on the oxide is signifi-


cantly smaller than on the metal, presumably


due to a lower sticking probability and motion


along the oxide surface during adsorption (22).


The upper set of spectra in Fig. 1C shows


the marked magnetic-field dependence of the


conductance when the tip is positioned over a


Mn atom on the oxide. At B 0 7 T, the con-


ductance is reduced near zero bias, with sym-


metric steps up to a È20% higher conductance


at an energy of k%k È 0.8 meV. These con-


ductance steps are absent at B 0 0. Further-


more, no conductance steps are observed when


the tip is positioned over the bare oxide surface,


over the bare metal surface, or over a Mn atom


on the metal surface (Fig. 1, C and D). We


verified that these conductance spectra are


characteristic for single Mn atoms on oxide


terraces and on bare NiAl(110) by measuring


many Mn atoms with different atomic arrange-


ments at the STM tip apex. The spatial extent


of the conductance step can be visualized by


measuring dI/dV while imaging the Mn atom


(Fig. 1, E and F). We find that the dI/dV signal


is localized to an area 1 nm in diameter,


comparable to the atom_s apparent lateral


extent in the corresponding STM topograph.


The characteristic signature of spin-flip


IETS is a step up in the differential conduct-


ance dI/dV at a bias voltage corresponding to


the Zeeman energy % 0 g6
B
B, where 6


B
0


57.9 6eV/T is the Bohr magneton and g 0
2.0023 for a free electron. Figure 2A shows


that the conductance step shifts to higher


energy with increased field. Broadening of this


step is due mainly to the effect of temperature,


with contributions from the ac voltage modu-


lation, spin lifetime, and instrumental noise.


The thermal broadening of tip and sample


densities of states can be calculated by twice


convolving an intrinsically sharp step with the
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Fig. 1. Comparison of Mn atoms on oxide and
on metal. (A) STM constant-current topograph
of a NiAl (110) surface partially covered with
Al2O3 (upper right). Image: 20 nm by 10 nm; V 0
100 mV, I 0 50 pA. (B) Same area after dosing
with Mn. (C) Conductance spectra at T 0 0.6 K
on the Mn atom on oxide (upper curves)
measured at B 0 7 T (black) and B 0 0 T
(red). The lower curves (shifted for clarity)
were measured over the bare oxide surface.
(D) Conductance spectra on a Mn atom on
NiAl (upper curves) and on the bare NiAl
surface (lower curves). All spectra in (C) and
(D) were acquired with a nominal conductance
of 10 nA/V (I 0 50 pA at V 0 5 mV) and
normalized to unity for kV k 9 2 mV to em-
phasize differences in low-bias features. (E)
Topograph of the Mn atom on oxide. Image:
2.8 nm by 2.8 nm; B 0 7 T, T 0 0.6 K, V 0 2 mV,
I 0 20 pA, VAC 0 0.5 mVrms. (F) Spatial map of
dI/dV acquired concurrently; an increased
signal (light area) maps the spatial extent of
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Fig. 2. Shift of the spin-flip conductance step
with magnetic field. (A) Conductance spectra
(points) for an isolated Mn atom on oxide at
different magnetic fields. Solid lines show fits to
the temperature-broadened step model (see
text). The data fit well to a step height of
20.5% for all fits except the highest field, where
a slight tip modification changed the step
height to 21.5%. The effective temperature in
all curves was T 0 0.85 K. All spectra were
acquired with a nominal conductance of 10 nA/
V (I 0 50 pA at V 0 5 mV) and normalized to
unity for large kV k (see text). (B) Magnetic field
dependence of the Zeeman energy %. Black
points are extracted from the fits in (A), and red
points were taken on a Mn atom near the edge
of an oxide patch. Linear fits (black and red
lines) constrained to % 0 0 at B 0 0 yield g
values of 1.88 and 2.01, respectively.
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derivative of the Fermi-Dirac distribution (23).


To fit our experimental data, we combine


temperature with other sources of broadening


by using an effective temperature (24). From


the fits we extract the Zeeman splitting % for


each value of magnetic field. We display the


measured dI/dV curves in Fig. 2A by normal-


izing them to unity for voltages outside of the


spin-flip region, by using the fit to establish


the large-voltage conductance.


The measured Zeeman splitting is propor-


tional to the magnetic field (Fig. 2B, black


points). The data fit well with a straight line


through the origin and a slope that corre-


sponds to g 0 1.88 T 0.02 (25). A different Mn


atom, this one within 1 nm of the edge of an


oxide patch, shows a significantly different g


value (red points) of g 0 2.01 T 0.03. The only


difference between these two Mn atoms is the


local environment: They have different lateral


distances to bare metal region; they may sit at


different binding sites in the oxide unit cell;


and perhaps more importantly, we expect the


oxide patch to show reconstruction near the


boundary to minimize its energy. We are not


aware of any studies of the detailed atomic


structure of the oxide patches near their


boundaries. We have verified that the values


we measure for % are insensitive to the height


and lateral position of the tip, indicating that


the tip serves as a nonperturbative probe of


the spin properties of the adsorbed atom.


Mn atoms on the oxide that are laterally


near metal-oxide interfaces (e.g., Fig. 3A) can


exhibit spectra that are markedly different


from those of the isolated Mn atoms on oxide


terraces. Both of the interfacial Mn atoms in


Fig. 3A have an apparent height similar to that


of single Mn on oxide terraces. Whereas the


left Mn atom shows an IETS spectrum similar


to those in Figs. 1 and 2, the right Mn atom


shows much larger (È60%) steps in conduct-


ance (Fig. 3B). In addition, Fig. 3B shows a


peak at zero field and zero bias. This peak


splits and shifts to higher energy as the mag-


netic field is increased. Although the magni-


tude decreases sharply with field, the peaks


remain clearly present at all magnetic fields.


This behavior agrees well with the perturba-


tion theory that was developed in the context


of planar tunneling devices (5).


The relative strength of the zero-bias


conductance peak and spin-flip steps can vary


dramatically. Figure 3C shows an example of


a Mn atom (or cluster) where the conductance


peak dominates the spin-flip steps. At zero


field, the zero-bias conductance is enhanced


by a factor of È5 relative to the background.


The peak splits with magnetic field, and no


clear spin-flip steps are observed.


The spectra in Fig. 3, B and C, show the


hallmarks of a Kondo resonance: a narrow


conductance peak with Lorentzian shape at


zero bias that splits with magnetic field. The


Kondo effect reflects the spin-flip interactions


of conduction electrons with a localized mag-


netic impurity. The full width at half maxi-


mum of the resonance can be used to extract a


Kondo temperature of T
K
È 3 K in Fig. 3B,


and T
K
È 6 K in Fig. 3C (26, 27). The en-


hanced zero-bias conductance seen here is a


simpler manifestation of Kondo physics


than obtained in previous STM studies, where


a more complicated Fano line shape for


Kondo resonances reflected interference ef-


fects (12, 13, 26, 27). Unlike these earlier


STM studies, where magnetic atoms were di-


rectly adsorbed on a metal surface, here the


interaction between the Mn atom and the NiAl


conduction electrons is mediated by an oxide


film. We note that Mn adsorbed directly on


NiAl does not show any Kondo signature in


the 1- to 100-meV energy range studied here.


The zero-bias conductance peak for Mn on


Al
2
O


3
is comparable to Kondo effects ob-


served in other nanostructures (9–11). How-


ever, the device characteristics in these


nanostructures varied considerably, due pre-


sumably to uncontrolled variations in the mole-


cular conformation, binding sites, electrode


structures, and neighboring molecules. It is


one of the strengths of STM to be able to


characterize and control each of these variables.


The zero-bias anomaly in thin-film tunnel


junctions showed a spin-flip channel with


inhomogeneous broadening that was much


larger than the sample temperature. This


broad linewidth was attributed in part to the


spatial average over impurities in the junction


with differing g values (3, 4). Our observa-


tions indicate that such spatially averaged


studies may reflect not only different g


values but also site-dependent amplitudes


for the spin-flip and Kondo channels.


The ability to directly measure the g value


of individual atoms with the STM enables


site-specific study of magnetic moments.


When combined with the STM_s capability


to assemble atomically precise structures, spin


excitations can now be studied in custom-


engineered nanostructures. If atoms with spins


can be coupled to each other in a controlled


fashion, it might be possible to use the spin


degree of freedom to transmit and process


information on the atomic scale (28).
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Stable Low-Pressure Hydrogen
Clusters Stored in a Binary


Clathrate Hydrate
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Thermodynamic, x-ray diffraction, and Raman and nuclear magnetic reso-
nance spectroscopy measurements show that clusters of H2 can be stabilized
and stored at low pressures in a sII binary clathrate hydrate. Clusters of H2


molecules occupy small water cages, whereas large water cages are singly
occupied by tetrahydrofuran. The presence of this second guest component
stabilizes the clathrate at pressures of 5 megapascals at 279.6 kelvin, versus
300 megapascals at 280 kelvin for pure H2 hydrate.


Clathrate hydrates are crystalline inclusion


compounds composed of a hydrogen-bonded


water host lattice and one or more types of


guest molecules. The two most common


clathrate hydrate structures are sI and sII. sI


hydrate has two small 512 cages and six large


51262 cages per unit cell. sII hydrate has six-


teen 512 cages and eight 51264 cages per unit


cell (1). Hydrogen clusters can be stabilized in


a clathrate hydrate at extremely high pressures


(typically 220 MPa at 249 K) (2, 3). It has


been suggested that in the presence of a


second guest component, hydrogen is exclud-


ed from the clathrate framework (4, 5) or is


included to a minor extent (6). Here we show


that hydrogen clusters can be stabilized and


stored at low pressures within the clathrate


hydrate lattice by stabilizing the large water


cages with a second guest component, tetra-


hydrofuran (THF). Storage of hydrogen in


molecular form within a water clathrate


framework at low pressures and near-ambient


temperatures could achieve an increase in the


overall energy efficiency (hydrogen is stored


in molecular form without the need of a


chemical reaction for its release), environ-


mental cleanliness, and safety of hydrogen


storage as compared to pure hydrogen hy-


drate or metal hydrides.


We investigated the phase behavior of the


system H
2
O þ H


2
þ THF using a Cailletet


facility for pressures up to 15 MPa and an


autoclave facility for pressures up to 100


MPa (7–9). THF was selected as the second


guest component because it is completely


miscible with water and THF þ water forms


a sII hydrate alone. To gain insight into the


effect of the promoter (THF) guest molecule


on the phase behavior of the binary system


H
2
O þ H


2
, we measured the hydrate equi-


librium of the binary system H
2
O þ THF.


The results demonstrate that H
2
/THF hydrate


is stable at lower pressures than pure hy-


drogen hydrate and higher temperatures than


pure THF hydrate (Fig. 1).


X-ray powder diffraction (XRPD) data


show that the H
2
/THF hydrate has a sII hy-


drate crystal structure (1), which is the same


structure as reported by Mao et al. (2, 3) for


pure H
2


hydrate. The XRPD pattern in Fig. 2


can be indexed with a face-centered cubic unit


cell (space group Fd3m) with a 0 17.225 T
0.019 ). This agrees with the reported value


(a 0 17.236 )) for the lattice parameter of sII


pure THF hydrate (10). The formation of the


H
2
/THF clathrate structure was also verified


with Raman spectroscopy. The intramolecular


vibrational modes of THF molecules are ob-


served between 850 and 975 cmj1. These


modes consist primarily of C-C-C-C stretch-


ing motions (11). The spectral feature due


to this group of modes is termed the ring


breathing mode (11). In H
2
/THF hydrate, the


THF ring breathing mode appears as a single


peak at around 920 cmj1, which is different


from the corresponding H
2
/THF/D


2
O liquid


spectrum (Fig. 3, left). In the liquid, THF mol-


ecules hydrogen bond with D
2
O molecules.


Hence, in the liquid two peaks are observed


at 890 cmj1 (resulting from the symmetric


C-O-C stretching vibration) and 920 cmj1 (12).


We confirmed the inclusion of hydrogen


molecules within the clathrate framework


using Raman and solid-state magic-angle


spinning (MAS) nuclear magnetic resonance


(NMR) spectroscopy (9). The appearance of


hydrogen roton peaks S
0
(0), S


0
(1), S


0
(2), and


S
0
(J) represents pure rotational excitations


(where the rotational quantum number J 0 0,


1, and 2, respectively) at 300 to 850 cmj1


(Fig. 3, left). These rotons are similar in


appearance to pure hydrogen and more


intense than those seen in the H
2
/THF/D


2
O


liquid. This result indicates that hydrogen


molecules incorporated within the clathrate


cages are still in free rotational states. The


hydrogen molecules remain unbonded to


each other or to water in the clathrate.


A single broad H-H vibron peak Epure


molecular vibration excitation, Q
%8


(J ), where


%8 is the difference between the final and
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Fig. 1. Comparison of the phase transition
HLV Y LV in the ternary system H2O þ H2 þ
THF with the phase transition HL Y L in the
binary system H2O þ THF. Diamonds and solid
circles are data obtained with the Cailletet fa-
cility, and the crosses are data measured with
the autoclave facility. The full curve represents
the best fit to the experimental data. THF hy-
drate or THF/H2 hydrate is only stable in the
regions above and to the left of the two-phase
or three-phase equilibrium line, respectively. The
conditions for stabilizing pure H2 hydrate (3) are
represented by a solid triangle.
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Microscopic theory of the single impurity surface Kondo resonance
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We develop a microscopic theory of the single impurity Kondo effect on a metallic surface. We calculate the
hybridization energies for the Anderson Hamiltonian of a magnetic impurity interacting with surface and bulk
states and show that, contrary to the Kondo effect of an impurity in the bulk, the hybridization matrix elements
are strongly dependent on the momentum around the Fermi surface. Furthermore, by calculating the tunneling
conductance of a scanning tunneling microscope, we show that when the magnetic impurity is located at a
surface the Kondo effect can occur with equal strength between bulk and surface states. We compare our
results with recent experiments of Co impurities in Cus111d and Cus100d surfaces and find good quantitative
agreement.


DOI: 10.1103/PhysRevB.71.035417 PACS numberssd: 68.37.Ef, 72.15.Qm, 72.10.Fk


I. INTRODUCTION


When a magnetic impurity is located in the bulk of a
metal it undergoes a nontrivial many-body scattering with
the electronic states at the Fermi energy,eF, called the Kondo
effect.1 The bulk Kondo effectsto be contrasted with the
surface Kondo effect studied in this paperd is one of the best
studied problems in condensed matter physics and many dif-
ferent techniques from renormalization group2 to Bethe
ansatz3 have been used over the years. The basic mechanism
of the Kondo effect is the magnetic screening of the impurity
sthe formation of the Kondo singletd at temperaturesT below
the Kondo temperatureTK. AboveTK the magnetic impurity
behaves paramagnetically but forT,TK a resonance is
formed close to the Fermi surface. The Kondo effect is very
important in modern condensed matter theory and appears in
many different areas of research, from U and Ce intermetal-
lics sheavy fermions4d to quantum dots.5 There is a wide
variety of phenomena that can be described within the uni-
versality of the Kondo problem. The Kondo effect can be
observed experimentally in measurements of the temperature
dependence of resistivitysthe so-called resistivity mini-
mumd,6 and also in thermodynamic measurements such as
specific heat and magnetic susceptibility4 of dilute magnetic
alloys, due to the enhancement of the density of states close
to the Fermi energysthe Abrikosov-Suhl resonance7d. The
enhancement of the density of states is related to the change
of the characteristic energy scales fromeF to kBTK and there-
fore in the density of states fromNs0d~1/eF to N*s0d
~1/skBTKd@Ns0d sinceeF@kBTK.


The Kondo effect was also observed recently in scanning
tunneling microscopesSTMd studies of magnetic atoms on
metallic surfaces8–10 ssee Fig. 1d. In a STM experiment elec-
trons from a sharp tip tunnel into the material to be studied,
creating a tunneling currentI due to the application of a
potentialV. Roughly speaking, a STM experiment measures
the local density of states at the Fermi energy via the differ-
ential tunneling conductancedI /dV.11 When a STM tip is
away from the magnetic impurity it measures the substrate
density of states,Ns0d; however, close to the impurityswhich
we call the adatomd electrons from the tip can tunnel directly


to the impurity. The theory of STM is far from trivial be-
cause electrons from the tip not only tunnel to the adatom but
also to the bulk and surface states, that is, there are various
different channels of tunneling that lead to interference ef-
fects that have to be taken into consideration for the proper
interpretation of the experimental data.


The basic starting point for the study of the Kondo effect
is the Anderson impurity Hamiltonian:12


Hs = o
a
Seao


s


cas
† cas + Una↑na↓D + o


ks


ekcks
† cks


+ o
k,s,a


tkascks
† cas + H.c.d, s1d


where cas scas
† d is the annihilationscreationd operator for


an electron on a localized atomic statesimpurity stated
with angular momentum labeled bya, energyea, and spins
ss= ↑ , ↓ d, cks scks


† d is the annihilationscreationd operator for
an electron on the conduction band with dispersionek and
momentumk, nas=cas


† cas is the number operator,U is the
Coulomb energy for the double occupancy of the impurity


FIG. 1. Schematic picture of a STM measurement:z0 is the
distance of the adatom to the surface,R' is the distance of the STM
tip from the surface, andRi is the distance, along the surface, be-
tween the STM tip and the adatom.
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state, andtka is the hybridization energy between the impu-
rity and conduction statessthe electron operators obey anti-
commutation rules:hca,cb


†j=da,bd.
One of the characteristics of the Anderson impurity model


is the distinction between substrate and adatom wave func-
tions. Although most theoretical works do not question the
distinction madea priori between these quantum states, it
turns out that this distinction is not completely natural. The
reason is very simple: when an impurity atom is introduced
in a metal, it hybridizes with the metallic states losing its
identity. However, it leaves behind a phase shiftdk in the
original metallic states. Thus, the impurity state cannot be
really distinguished from the host states from the quantum
mechanical point of view. Nevertheless, Anderson12 makes
the point that because thed orbitals are a inner shell, the
Coulomb energyU for double occupancy of those orbitals is
large and they must be distinguished from metallic states
where the Coulomb energy is strongly suppressed by screen-
ing effects. Thus, the distinction between these two types of
states can only be clearly made when these states are or-
thogonal to each other so that the impurity does not cause a
direct perturbation in the substrate spectrum. Nevertheless,
even in metals where the electronic bands are generated out
of d orbitalssas in the case of Cud, the strong metallic bond-
ing leads to a larges-wave character of the bands and to very
small overlap with the adatomd orbitalssthat is, these states
are “naturally” orthogonal13d. Nevertheless, this orthogonal-
ity can only be distinguisheda posteriori. In fact, we have
found, by direct numerical computation, that this is the case
in the surface Kondo effect. Finally, as pointed out by
Anderson12 ssee also Ref. 14d, the orthogonality of these
states is not fundamental for the magnetic phenomenon,
which is essentially a local effect and all the subtleties asso-
ciated with orthogonality become encapsulated into the hy-
bridization matrix elementstka, which become a phenomeno-
logical parameter to be obtained indirectly from the
experiment. However, in trying to understand the STM ex-
periments, and especially the role played by the surface and
bulk states, we cannot simply take these matrix elements as
phenomenological parameters since we would not be able to
separate the contributions coming from the bulk and the sur-
face of the Cu substrate.


Hence, in this paper we follow the scheme proposed by
Tsvelik and Wiegmann14 and work with nonorthogonalized
states. In this case the hybridization energies are given by


tka = sek + ead E d3rca
*sr dcksr d, s2d


wherecasr d is the atomic state of the impurity that is local-
ized on the impurity sitesthat is, it decays exponentially
away from the impurityd andcksr d is the Bloch wave func-
tion of the crystal. The hybridization energy depends not
only on the amplitude but also on the direction ofk. Never-
theless, it is usually assumed that the hybridization is con-
stant in momentum space, that is,tk,a= t. Although this as-
sumption maybe warranted for spherical gapless Fermi
surfacesssince the momentum dependence “averages out”
and most of the interesting physics occurs at the Fermi sur-


faced it is not valid for metals where the chemical potential
crosses gaps in the electronic spectrum. The Kondo Hamil-
tonian can be obtained from Eq.s1d in the limit of utu!ea, U
via the Schrieffer-Wolf transformation15 that maps the
Hamiltonians1d onto


HK = o
ks


ekcks
† cks + JKS ·ss0d, s3d


where S is the impurity spin, sas0d
=s" /2dok,k8,a,bcka


† sa,b
a ck8b is the electron spin at the impu-


rity site ssa with a=x,y,z are Pauli matricesd, and


JK < utu2S 1


ueau
+


1


uea + UuD s4d


is the exchange interaction between local spins and conduc-
tion electronssthe energy is measured relative to the Fermi
energyd. In going from Eq.s1d–s3d we have disregarded a
series of physical processes that cannot be described as spin
exchange interactions, foremost being the variable occu-
pancy of the impurity site.


Even simple metals like Cu have energy gaps in their
electronic spectrum due to the periodic potential generated
by the Cu ions.16,17For instance, it is well known that for Cu
along thes111d direction there is a gap of 5.1 eV at the Fermi
energy while there are no gaps along thes100d directionssee
Fig. 2d. On one hand,tka does not exist for bulk states when
k points along thes111d direction. However, because of the
bulk gap, one has a surface state in the Cus111d surface18 fa
state that decays exponentially in thes111d direction but it is
extended in the directions perpendicular tos111dg that can
hybridize with the impurity located on the Cus111d surface.
On the other hand, there are no surface states in thes100d
direction to hybridize with an impurity located on the
Cus100d surface, although bulk states hybridize with it since
their wave functions decay exponentially outside of the crys-
tal. Previous studies19 on the surface Kondo effect either as-
sume a momentum-independent hybridizationtka or sum av-
erage over a gapless Fermi surface.11 By ignoring
momentum dependence or the gap structure of the Fermi
surface, the comparison between Cus111d and Cus100d sur-
face Kondo effects of noble metals is not possible. In fact,
we show that recent STM experiments of atoms located in
the Cus111d and Cus100d surfaces have been interpreted in-
correctly because of these differences. In particular, we show
that the surface Kondo effect between a magnetic atom lo-


FIG. 2. Planar cut of the bulk Cu Fermi surface in the first
Brillouin zone: G-L is the s111d direction snotice the absence of
states due to the bulk gapd; G-X is the s100d direction.
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cated on the Cus111d surface and the Cus111d surface state is
quantitatively similar to the surface Kondo effect of a mag-
netic atom on a Cus100d surface with bulk states. The main
reason for this similarity comes from the fact that the bulk
state that dominates Kondo scattering is the one with the
largest penetration in the work-function barrier, that is, the
state with momentum perpendicular to the Cus100d surface.
The state with momentum perpendicular to the Cus100d sur-
face has essentially the same decay rate out of the crystal as
the surface state in the Cus111d surface and therefore similar
hybridization with the magnetic impurity.


In the presence of the tip new terms have to be added to
the Hamiltonians1d that describe the tunneling processes of
tip to adatom and tip to substrate.11 The tunneling processes
of the tip to adatom is given by


Hat = o
s,a


tapscas
† cps + H.c.d. s5d


wherecps scps
† d annihilatesscreatesd electron at the tip and


tap is the hybridization energy between tip and adatom. The
tip-to-substrate hybridization is given by


Ht = o
ks


tkpscks
† cps + H.c.d, s6d


wheretkp is the hybridization energy between substratesbulk
or surface stated and adatom. The tip Hamiltonian is simply


Hst = o
s


epcps
† cps, s7d


whereep is the energy of the electron states on the tip. The
total Hamiltonian of the tip-substrate-adsorbate system isH
=Hs+Ht+Hat+Hst. As in the case of Eq.s1d the hybridiza-
tion energies are given by


tab = sea + ebd E d3rca
* sr dcbsr d s8d


with a, b=k ,a,p labeling the wave functions,casr d, for
substrate, adatom, and tip, respectively. Notice that the com-
plexity in this problem comes from the interference among
the different channels of tunneling.


In the present work, we will consider the case of Co on
Cu surfaces, but our theory is applicable to any magnetic
adatom on noble metal surfaces. Our main objectives aresid
the calculation of the hybridization matrix elements between
the different wave functions in the problemsbulk, surface,
impurity, and STM tipd with the smallest number of adjust-
able parameters, andsii d the description of the surface Kondo
effect via STM measurements. While the spectrum of bulk
and surface states is readily available in the literature, very
little has been published on the actual form of the states.
Instead of embarking on a complicated calculation of wave
functions via heavy numerical techniques, we opted for a
simpler approach that can provide quantitative results that
can be directly compared to the experiment as well as intui-
tive understanding of the problem. As we are going to show,
our simplified models have limitations in explaining some of
the available STM data and more detailed work is required.
We hope our work stimulates other work that will make use


of more sophisticated methods to calculate the matrix ele-
ments because, as we are going to show, they are fundamen-
tal for the understanding of magnetism in metallic surfaces.
We model the periodic potential inside of the crystal in the
nearly-free-electron approximation and obtain bulk gaps as
observed in metallic Cu. The surface states are obtained after
the modeling of the surface potential in terms of the image
charge in the vacuum. The energies of surface states and
resonances in each surface are in very good agreement with
photoemission results in Cus111d and Cus100d surfaces. Fol-
lowing the literature in STM theory, the impurity is modeled
via standard hydrogenlike wave functions.


The paper is organized as follows: In Sec. II, we model
the ionic potentials that give rise to the wave functions of the
metallic host, adatom, and the STM tip. Using the wave
functions and their spectrum we discuss the Cu band struc-
ture, both the bulk and Cus111d surface state. In Sec. III we
present the results for the hybridization matrix elements that
determine the hybridization energies as a function of the dis-
tance from the surface and adatom and also as a function of
the momentum. The surface Kondo effect is discussed in
Sec. IV in the context of the Schrieffer-Wolf transformation
and the slave-boson mean-field theory. Using the calculated
hybridization energies the differential conductance is calcu-
lated in Sec. V and compared with the STM data. Section VI
contains our conclusions.


II. WAVE FUNCTIONS AND SPECTRUM


In this section, we obtain wave functions needed to cal-
culate the tunneling matrix elementss8d. This is the first step
towards the STM differential conductance. As discussed in
the Introduction we are going to use simple models for the
various potentials involved in the problem so that we can
make analytical progress in calculating the hybridization en-
ergies.


Metallic Cu is a very good metal with a nearly spherical
Fermi surface except for the gaps in thes111d direction.
These gaps have their origin in the periodic potential gener-
ated by the ionsssee Fig. 2d. Although the Cu states can be
obtained from first principle calculations,16 we adopt the
nearly-free-electron approximation and model the bulk po-
tential with a simple periodic function. Furthermore, in order
to study the surface states we consider a semi-infinite crystal
where the bulk is located atz,0 ssee Fig. 3d. We write the
potential in the substrate as


Vsr d =5− 2V1 cos
2pz


a
for z, 0,


− 2V1 for 0 , z, z1,


V0 −
e2


4sz− zimd
for z. z1,


h s9d


whereV1 is the bulk potential,a is the lattice spacing in the
direction of the surface,V0 is the work function measured
from the bottom of the conduction band, andzim is the image
plane, chosen in such a way that the image potential joins the
constant potential −2V1 continuously, and is related toz1 as
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zim = z1 −
e2


4sV0 + 2V1d
. s10d


In the potential equations9d, z1 is the only free parameter.
The eigenfunctions and eigenenergies for the Schrödinger
equation associated with the potentials9d can be calculated
exactly, and the details are given in the Appendix.


Let us consider first the case of thes111d direction. In
order to fit the experimental band structure17 along thes111d
direction in the nearly-free-electron potential we find that
V1=2.55 eV, V0=13.55 eV. These values provide a very
good description of the band gap in thes111d direction and
also of the ionization energy of metallic Cu. The Cus111d
surface has a band of surface states as measured by photo-
emission, starting 390 meV below the Fermi surface.17,20


By solving the Schrödinger problem for the potentials9d we
find the surface bandssee the Appendixd and fix the value of
z1=1.66Å in order to fit the photoemission results. Using this
value forz1, we also obtain the next surface state at 788 meV
below the vacuum level. This result agrees well with photo-
emission experiments that find the second surface state at
830 meV below the vacuum level.21 Thus, we were able to
get a consistent description of two independent experiments
with a single fitting parameter. In Fig. 4 we show a plot of
the surface state wave function as a function of the distance
away from the surfacesthe wave function is chosen to be a


real functiond. Notice the slow decay of this state inside the
crystal in the direction perpendicular to the surface.


In the three-dimensionals3Dd k space of Cu, a gaped
“cavity” is centered around thes111d direction near the
Fermi level and has the bulk band surrounding this gaped
region.22 By decomposing the momentum of a bulk statek
into k' sperpendicular to the surfaced andk i sparallel to the
surfaced, one expects that the largerk', the larger the wave
function tail outside the crystal, which makes a significant
difference on their contributions to the surface Kondo effect.
As a result, it is important to carefully exclude thes111d
gapped region from the Fermi sphere when calculating the
surface Kondo effect.


It is known that a nearly-free-electron band has a para-
bolic dispersion not too close to the band edge, where “band
edge” refers to the interface between the bulk band and the
gap in the 3Dk space. When calculating the STM tunneling
conductance, one would have to include the contribution
close to the band edge as well. However, the band-edge con-
tribution is typically much smaller than the one coming from
the parabolic band, so we can take merely the contribution
from the parabolic band. For the Cus111d band, we terminate
the parabolic band 0.7 eV below the band edge. As long as
we work in a parabolic band, the bulk-state wave function
inside the crystal takes a plane-wave form.


We now turn to the case of thes100d direction. We find
that we get good agreement with band structure
calculations17 by choosingV1=3.05 eV andV0=13.45 eV. In
contrast to thes111d direction, thes100d direction has no true
surface state near the Fermi surface. However, there is a
surface resonance at 1.15 eV above the Fermi level23 that
can be well described by choosingz1=1.51Å. When calcu-
lating the tunneling conductance, we can safely sum over the
entire Fermi sphere and adopt a parabolic dispersion, i.e., a
plane-wave wave function inside the crystal.


It is the d orbital of the adatom that actually participates
in the Kondo resonance. When one of these atoms is placed
on a metal surface, its outmosts-wave electrons either get
transferred to the metal conduction band or to its ownd
orbital. For example, the Co adatom tends to formfArg3d9


on a Cu surface19 and therefore has an effective spin 1/2. As
a result, an adatomd wave function can be modeled as a
hydrogen atom with an effective chargeZeff given by


casr d = Rn2sZeff,rdY2msu,fd, s11d


whereY2msu ,fd are spherical harmonics andRn2 are hydro-
gen radial wave functions. The effective chargeZeff can be
determined by comparingrmax, defined by


Uducau2


dr
U


r=rmax


= 0, s12d


with the experimentally observedd-orbital radius for metal-
lic Co, rmax=1.25 Å. In our calculation we orient the axis of
quantization for the atomic problem along the direction per-
pendicular to the surface.


The STM tip wave function is modeled following Tersoff
and Hamman,24 who proposed a wave function of the form:


FIG. 3. Plot of the image potential energy near a crystal surface.
The solid dots are crystal atoms.


FIG. 4. The Cus111d surface state with energy 0.39 eV below
the Fermi surface. The vertical axis represents its normalized wave
function multiplied by the box sizeL. The horizontal axis represents
z in Å.
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cp = 5RekR exps− krd
r


for r . R,


1 for r , R,


h s13d


whereR is the radius of curvature of the tip about its center,
the decay constantk=Î2mt


*sf−epd controls the wave func-
tion tail, and f is the tip work function. Notice that the
adatom and tip wave functions are normalizable, that is,
ed3r ucasr du2=ed3r ucpsr du2=1, when integrated over the en-
tire space. The set of three different wave functionsssub-
strate, adatom, and tipd are the main elements required for
the calculation of the hybridization energies in the Anderson
impurity Hamiltonian.


III. HYBRIDIZATION ENERGIES


Using the results of Eqs.sA1d, s11d, and s13d we can
evaluate the overlap integrals in Eq.s8d that are important for
the hybridization energies. Let us first note that the normal-
ization of each of these wave functions is different; for in-
stance, the bulk state is normalized in a box of sizeL3, where
L is one of the dimensions of the box. The surface state,
however, since it decays exponentially away from the surface
but is extended on the surface, is normalized in an area of
sizeL2. Finally, the adatom and tip states always decay ex-
ponentially and therefore do not require any box normaliza-
tion. Thus, it is convenient to redefine the wave functions so
that


cB,ksr d =
1


L3/2f3,ksr d, cS,ksr d =
1


L
f2,ksr d s14d


where the subscriptB refers to bulk andS to surface. Note
that in this case the hybridization energies between substrate
sbulk and surfaced and adatom in Eq.s8d can be written as


tk,a,a = fea + eskdg
1


Ld/2Va
sddskd, s15d


where d=3 for bulk andd=2 for surface. The matrix ele-
ments are, therefore,


Va
sddskd =E d3rfd,ksr dcasr d. s16d


Notice thatVa
sddskd is not only a function of the momentum


and the distancez0 between adatom and surface, but also
depends on which surface—here labeled by the subscript
a—the adatom is located.


In Fig. 5 we show the result forVs111d
s2d , the hybridization


matrix element betweenm=0 adatom state and surface state
in the Cus111d surface, as obtained by numerical integration
of Eq. s16d using Eqs.sA1d and s11d, as a function ofz0 fin
units of the distance between the planes in thes111d direc-
tiong by assumingk to be at the Fermi surface of the surface
band fsince the surface states have essentially a spherical
Fermi surface there is no dependence ofV111


s2d with the direc-
tion on the Cus111d surfaceg. The first striking result is the
strong oscillation of the value of the matrix element withz0.
This oscillation is the result of the interference between thed


state of the adatom and the surface state. Naturally, the larg-
est overlap occurs at the surfaceswhere the surface state is
maximum; see Fig. 4d but we notice that there is substantial
overlap between the surface state and the adatom at one lat-
tice spacing from the surface. In principle, we cannot tell the
actual orientation of the adatom relative to the surface but we
have checked that them=0 state is the one with biggest
overlap as compared with higher angular momentum states;
thus instead of a sum over the angular momentum states in
Eq. s1d we could have kept only the one withm=0. Further-
more, first-principle calculations for adatoms in metallic sur-
faces indicate that the atomic orbitals are oriented in such a
way to generate the largest overlaps.25


In Fig. 5 we also plot the value ofVs111d
s3d , the hybridization


matrix element between the bulk states and adatom in the
Cus111d surface as a function of the distance from the sur-
face for two different bulk states, all of the them at the Cu
Fermi surface, with momenta along theG-X andG-K direc-
tions ssee Fig. 2d. Once again we notice the oscillations due
to the interference between those states and the adatom states
but we also observe that the overlap now is a factor of 3
smaller because these states do not have a large amplitude at
the surface. Another interesting result of these calculations is
the fact that as the momenta moves towards thes111d direc-
tion the overlap grows. This is due to the fact that away from
the s111d direction the Fermi surface of Cu is essentially
spherical and therefore the states at the Fermi surface have
essentially the same amplitude; however, the states with
large momentum along the direction of the Cus111d surface
have bigger penetration on the potential barrier generated by
the work function and therefore larger hybridization with the
adatom. This effect will be very important later for the inter-
pretation of the experimental data.


In Fig. 6 we show the value ofVs100d
s3d for the overlap


between the state of an adatom on the Cus100d surface with
bulk states with momenta along theG-X fthis direction is
perpendicular to the Cus100d surfaceg and G-K fsince there
are no surface states for the Cus100d surface we do not need
to calculateVs2d for this surfaceg. Besides the oscillations
found in the previous calculations, we find that when the
momentum is oriented perpendicular to the surface, its pen-
etration is maximum and therefore has largest overlap. In
fact, we find that the overlap between the adatom state on a
Cus111d surface with the surface state is essentially the same


FIG. 5. V111
s2d , dashed-dotted line;V111


s3d sG-Kd, thick line; and
V111


s3d sG-Xd, thin line, as a function ofz0.
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value as the overlap between the state of the adatom on the
Cus100d surface with a bulk state with momentum oriented
in the s100d direction. One can easily understand this effect
from the nearly-free-electron picture: in the absence of the
periodic potential of the crystal, the Fermi surface states in
the s111d and s100d direction would be essentially identical
and their decay in the vacuum of their respective surfaces
would be the same. When the periodic potential of the crystal
is added a gap opens in thes111d direction but not in the
s100d direction. However, the bulk state that disappeared at
the Fermi surface in thes111d direction now becomes the
surface state in this same surface. Therefore, its amplitude at
the surface and close to it is essentially the same as the state
in the s100d direction sthis is can be readily understood due
to the long decay rate of the surface state shown in Fig. 4d
and the overlap is essentially the same. Thus, one has to be
careful when discussing what happens to adatoms in differ-
ent surfaces because there is very little difference between
surface states along gapped directions and bulk states along
nongapped directions in the Fermi surface of noble metals.


IV. THE SURFACE KONDO EFFECT


There are two main limits of interest in the Kondo prob-
lem. The first one is reached whenutkau! ueau, U and we can
treat the hybridization energy as the smallest scale in the
problem. This is the so-called Kondo regime where the av-
erage occupation of the impurity state is essentially constant,
that is,knal<1. In order to study this limit it is convenient to
split the electron states into bulksBd and surfacesSd so that
we write the Anderson impurity Hamiltonians1d as


H = o
k,s


e1skdc1,ks
† c1,ks + o


qs


e2sqdc2,qs
† c2,qs + eao


s


ds
†ds


+ Una,↑na,↓ + o
k,s


tB,kasc1,ks
† ds + H.c.d


+ o
qa


tS,qasc2,qs
† ds + H.c.d, s17d


wherec1,ks sc2,qsd describes the bulkssurfaced electron an-
nihilation operator, respectively. We have a two-band prob-
lem where both bulk and surface states hybridize with the
impurity at the surface. Notice that this is a single channel


problem since only one effective channel couples to the im-
purity.


In the Kondo limit we can use a Schrieffer-Wolf
transformation15 and rewrite the Anderson impurity Hamil-
tonian as a exchange problem:


H = o
k,s,n=1,2


enskdcn,ks
† cn,ks


+ o
k,k8


o
a,b=↑,↓


o
n,m=1,2


S · sW a,bcn,k,a
† Jn,msk,k8dcn,k,b,


s18d


whereS is the localized impurity spin and


Jn,msk,k8d =
1


Lsdn+dmd/2
VsdndskdVsdmdsk8d


l
s19d


is the exchange energy matrixswe have definedd1=3 and
d2=2 as the dimensionalities of bulk and surface states, re-
spectivelyd, and


1


l
=


1


ueau
+


1


uea + Uu
. s20d


Notice that, unlike the single band Kondo effects3d, elec-
trons from one band can scatter from the impurity between
two different bands with spin flipsall energies are measured
relative to the Fermi energyd. If we ignore the off-diagonal
matrix elements of Eq.s19d the problem trivially reduces to
two independent Kondo effects with characteristic Kondo
temperatures


TK,n < Dne
−1/gn, s21d


where Dn is the bandwidth cutoff fD1<8.6 eV, D2
<0.4 eV sRef. 17dg and


gn = Nns0dJn,nskF,kFd =
1


Ldn


Nns0duVsdndskFdu2


l
s22d


is the effective coupling constant,Nns0d is the Fermi surface
density of statesffor a spherical Fermi surface we have
Nns0d=sL /pddn2pm*kF


dn−2/"2 where m* is the effective
massg. Because of the difference in the Kondo temperatures
given in Eq.s21d one of the scattering channels dominates
the screening process and the singlet state can be either
formed with the surface state whenTK,2.TK,1 or with the
bulk states ifTK,1.TK,2. If we apply this argument to the
results of the overlap integrals of the preceding section we
see that for the adatom in the Cus111d surface the Kondo
screening is dominated by the surface state since the cou-
pling constants22d is bigger for this state than the bulk
states. On the other hand, if the adatom is sitting at the
Cus100d surface, the Kondo effect is dominated by the bulk
state with momentum perpendicular to the Cus100d surface.


The above discussion is valid as far as the occupation of
the impurity level is close to 1. However, in the problem at
hand the adatom occupation can change substantially with
the hybridization since the matrix element is strongly depen-
dent on the distance to the surface and the type of states
involved, that is,tka can be of the order ofea sbut still much
smaller thanUd. In this case, the mapping into the Kondo


FIG. 6. V100
s3d sG-Xd, thin line; V100


s3d sG-Kd, thick line; as a function
of z0.
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problem fails to properly describe the actual occupation on
the adatom. Instead, we should start from the Anderson im-
purity Hamiltonians1d and compute the Kondo temperature
directly from it. Here we will do so by adopting the largeN
calculation of Newns and Read26 that allows for average
fluctuations in the valence of the adatom in the limit ofU
→` fin fact, estimates based on the local spin density
approximation19 sLSDAd give a value ofU<2.84 eV and
ea<−0.84 eVg. The idea of the largeN calculation is to gen-
eralize Eq.s1d to include more degenerate electron states
sbesides the 2 states associated with the spin 1/2d and take
the limit where the degeneracy diverges. Mathematically this
is accomplished by generalizing the spin index in the elec-
tron operator to a new indexm that varies from 1 toN. It is
convenient to write Anderson impurity Hamiltonians1d in
the limit of U→` as


Hs = eao
m


ca,m
† ca,m + o


k,m
ekck,m


† ck,m + o
k,m


tk,asckm
† camP + H.c.d,


s23d


whereP is the projector operator that projects out any states
of the adatom with double occupancy. In the adatom we can,
in principle, have three different states with zero,ud0l, single,
ud1l, and double,ud2l, occupancy. We now expand the Hilbert
space by introducing a “phantom” boson state such that
when the state of the adatom is unoccupied by an electron it
is occupied by a boson, sayub1d0l, and when it is unoccupied
by a boson it is occupied by an electron,ub0d1l. Observe that
this construction constrains the number of bosons and elec-
trons to be 1 for all statesucl in the Hilbert state:


sna + b†bducl = 1ucl. s24d


The utility of this representation becomes clear when we
consider the action of the operatorcam


† b on the stateub1d0l
producing the stateub0d1l. Further application ofcam


† b to
ub0d1l annihilates the state while application ofcamb† to
ub0d1l returns the system to the stateub1d0l. Thus, the repeti-
tive application ofcam


† b or camb† never produces the doubly
occupied state. In other words, we can replaceP in Eq. s23d
by a boson operator if we ensure that the constraints24d is
obeyed. This constraint can be seen as an energy cost, that is,
states of the Hamiltonian that violate the constraints24d are
highly excited states. If we are interested in the low-energy
physics, then we can convert Eq.s24d into a new energy
scale and add it to the Hamiltonian as


Hs = eao
m


ca,m
† ca,m + o


k,m
ekck,m


† ck,m


+ o
k,m


tk,asckm
† camb + H.c.d + gsna + b†b − 1d, s25d


where g is a Lagrange multiplier. Notice that in the limit
of g→` the constraints24d is automatically obeyed since
the energy is minimized when Eq.s24d is fulfilled. As is,
Hamiltonian s25d is still very complicated and at this point
we have to use the largeN approximation that consists in
treating Eq.s25d in a mean-field approximation. In the mean-
field limit we consider the average value of the boson fields


instead of their actual value, that is, we replace the operators
b andb† by


kbl = kb†l = Îz. s26d


Notice that by treating the bosons in the mean-field approxi-
mation we obtain a quadratic Hamiltonian in Eq.s25d that
can be diagonalized by standard techniques and the total en-
ergy of the system can be minimized with respect toz andg.
The physical meaning of these parameters becomes clear
when we calculate physical observables. For instance, the
average occupation of the impurity is given by


knal = 1 −z, s27d


which shows thatz deals with the change in the occupancy of
the adatom state due to the hybridization with the substrate.
On the other hand, we can also show thatg is the renormal-
ization of the energy of the impurity state, that is, the renor-
malized impurity state energy is given byēa=ea+g. The
mean-field parametersēa and z are calculated by solving a
set of coupled transcendental equations:26


1 − z=
2


p
arctanSzFakaseFd


uēau D ,


ea − ēa =
2


p
FakaseFdlnS hēa


2 + fzFakaseFdg2j1/2


D
D , s28d


whereFakbsvd are matrices defined, in general, as


Fakbsvd = o
k


taktkb


v − ek + ih
, s29d


and D is bandwidth of the conduction bandsnotice that
a ,b=a,p in reference to the adatom and tip, respectivelyd.
The Kondo temperature can be directly extracted from this
formalism as26


kBTK = zD0 = D expSpea


D0
D , s30d


where


D0 = Im Fakasvd. s31d


Therefore, using the largeN account we can deal with the
case where the hybridization energies are of the order of the
adatom energies. We use these results in studying the STM
differential conductance in the next section.


We are not aware of any measurement of the Co-to-Cu
distance being reported, so this distancez0 will be treated as
a parameter of the order of the Cu lattice space. Figures 7
and 8 show our calculated Kondo temperature as a function
of z0. An interesting feature is that the Kondo temperature
decays fast withz0, which can be understood because of the
exponential overlap between the substrate and Co wave
functions. When calculating the Kondo temperature for
Co/Cus111d assuming that only the bulk state exists, we find
TK,10−6 K for the z0’s as Fig. 7, which clearly means that
the surface state dominates the Kondo effect. The domination
is not surprising since a significant portion of large-k' bulk
states are gapped around thes111d direction. Comparing the
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Cu Fermi surface with a perfectly spherical one, one finds
that the Cu surface state contributes to the Kondo effect in a
way similar to the bulk band of the spherical Fermi surface
around thes111d direction. Similarly, the bulk band with re-
spect to the Cus100d surface can be considered as a perfectly
spherical Fermi surface for calculating the Kondo effect. As
a result, the Kondo effect of the Co/Cus111d, dominated by
the surface state, should have the same order of magnitude as
Co/Cus100d. The positions that provide the experimentally
measured Kondo temperatures27 sTK,s111d=54 K andTK,s100d
=88 Kd are 0.41 and 0 Å from thes111d ands100d surfaces,
respectively. Hence the STM conductance will be calculated
by fixing Co atom at these optimized positions.


We should point out that from an experimental point of
view we would expect the Co adatom to be located around
one lattice spacing away from the surface. Thus, our ob-
tained values of their position seem to be quite smallfespe-
cially in the case of thes100d surface where the adatom has
to be located at the surfaceg and therefore unrealistic. Nev-
ertheless, one has to have in mind that the there are many
assumptions made in the calculation that can affect signifi-
cantly the value of the Kondo temperature, namely, the form
of the image potential close to the surface, the largeN ap-
proximation, and the limit ofU→`. Furthermore, it is clear
from Eq. s30d that the Kondo temperature is exponentially
sensitive on the details of the hybridization and energy scales
and therefore is significantly affected by the various assump-
tions. Thus, the plots in Figs. 7 and 8 have to be taken as the
trends for the variation of the Kondo temperature with the
distance from the surface and not as realistic values.


V. STM DIFFERENTIAL CONDUCTANCE


We assume that the STM tip and the adsorbate-substrate
complex are each in local equilibrium, and use the standard
Green’s function formalism for calculation of the differential
conductance:11


dI


dV
~ − ImhFpkpsvd + Gasvdftpa + Fpkasvdg2jv=eV, s32d


whereFakbsvd is defined in Eq.s29d andGa is formally the
adsorbate retarded Green’s function associated with the total
HamiltonianH. However, because the effect on the adsorbate
from the tip is much smaller than that from the substrate, it is
always safe to regardGa as the one without tip. In this work,
Ga swithout tipd is calculated by the mean-field slave-boson
technique26 as


Gasvd =
1


v − ēa + izD0


, s33d


where the symbols here are given in the preceding section.
By substituting Eq.s33d into s32d, the STM differential


conductance can be written as


dI


dV
− S dI


dV
D


0
= AFq2 − 1 + 2qj


j2 + 1
G , s34d


where the differential conductance with a subscript 0 refers
to the background signal,A is the amplitude of the STM
conductance,


A ~ sIm Fpkad2s1 + q2d, s35d


q is the Fano line shape parameter,


q =
tpa + ReFpkasvd


Im Fpkasvd
, s36d


andj is the dimensionless bias voltage


j =
eV+ ēa


kBTK
. s37d


Expressions34d has been frequently used for the fitting of
STM data.


The shape of the differential conductance versus the bias
voltage is determined by the Fano line shape parameterq. In
Fig. 9 we show the differential conductances obtained from
our microscopic theory for the Cus111d and Cus100d sur-
faces. From Eq.s36d we see thatq is related to three micro-
scopic quantitiestpa, Im Fpkasvd, and ReFpkasvd. It is found
that tpa!ReFpkasvd and therefore we can settpa=0 in Eq.
s36d. Obtaining the first two is straightforward since they
only depend on the physicsat the Fermi energy. From Eq.
s29d, we have


Im Fakbsvd = po
k


taktkbdsv − ekd. s38d


Notice that the amplitude of the STM signal, Eq.s35d, de-
pends essentially on this quantity and can be calculated reli-
ably. In Fig. 10 we plotAsRid for R'=6 Å and compare it
with the experimental data.27 As one can see, the agreement


FIG. 7. Kondo temperatures as functions of the Co distance
from the surface,z0, on the Cus111d surface.


FIG. 8. Kondo temperature as functions of the Co distance,z0,
on the Cus100d surface.
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between the theory and experiment and theory is quite good.
The other quantity of interest, namely, ReFpkasvd, re-


quires an integration over the entire Cu band. For the
Cus111d surface, the surface band has a free-electron disper-
sion starting 390 meV below the Fermi level and up to
400 meV above it, where the upper limit is the intercept of
the surface band to the bulk bands. We calculate ReFpkasvd
for this surface band and determine the tunneling conduc-
tancess34d for different values ofRi as shown in shown in
Fig. 11.


We notice that for short distances away from the adatom,
the theory can describe very well the line shape of the tun-
neling conductance. Nevertheless, as the distance of the
STM tip to the adatom is increased, the line shape becomes
more symmetric and a positive Lorentzian is developedssee
Fig. 11d. The origin of this result can be easily understood:
notice that in Fig. 10 the amplitude of the STM conductance
becomes very small for large values ofRi. This smallness
can be tracked down to the small value of ImFpka in Eq.
s35d, indicating that the interference between tip and adatom
is fading away. However, one sees from Eq.s36d that this
indicates that the Fano parameterq is becoming very large
and positive, giving rise to a positive Lorentzian. This is a
general feature of any theory of the STM conductance that
starts with nearly-free-electron wave functions and cannot be
avoided since it has its origins on the oscillating nature of the
surface states density of states.11 This result is at odds with
experiment when the distance between tip and adatom be-


comes large. Instead of a positive Lorentzian, a negative
Lorentzian is observed.28


In Fig. 12 we plot the calculated values ofq against the
values used by the experimentalists in order to fit the data.27


The discrepancy between theory and experiment is clear.
More work will be required in order to check this issue.


In order to calculate ReFpkasvd for an adatom located at
the Cus100d surface we need information of the whole Cu
bulk band. The Cu bulk bands start at approximately 10 eV
below the Fermi level and disperse up to the vacuum level
that is located at approximately at 4.8 eV above the Fermi
energy. At the Fermi energy the Cu band has dominant
s-wave symmetry, which gives the quasispherical shape of
the Fermi sea. However, there are also Cud bands located
from 2 to 5.5 eV below the Fermi level with very large den-
sity of states.16 Using the nearly-free-electron approximation
ss-waved with a cutoff at the vacuum level we have calcu-
lated ReFpkasvd and have found that it yields a value of
qsRid that changes sign from positive to negative asRi in-
creases, which is not the case observed in the experiment. In
principle, the quantity ReFpkasvd must be calculated includ-
ing thed bands. Using a simple parabolic dispersion for the
d bands we find their contribution to be less than 0.1% of the
total value of ReFpkasvd and therefore these bands are not
able to fix the problem of the sign ofqsRid. Thus, we have
problems with the use of bulk states in our calculation. We
believe that band structure effects are important for the exact
calculation of the surface Kondo effect due to bulk states. As
far as we know there are no such detailed calculations.


FIG. 9. Differential conductancesin arbitrary unitsd at Ri=0, as
a function of the biasV in meV for an adatom on the Cus111d sthick
lined and Cus100d sthin lined surfaces, as obtained from the theoret-
ical calculations.


FIG. 10. Amplitude of the differential conductancesin arbitrary
unitsd for Co on Cus111d as a function ofRi as compared with the
experimental datasRef. 27d.


FIG. 11. Differential conductances for the Co on Cus111d for
different values of Ri. From bottom to the top: Ri


=0,2,4,6,8,10 Å.


FIG. 12. Plot of the Fano parameterqsRid for Co on Cus111d as
compared with the values obtained by the experimental fitsRef. 27d.
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In order to remedy this problem we introduce a cutoff in
the problem such that by integrating bulk states starting from
the bottom of the nearly-free-electron band we stop the inte-
gration when the value of ReFpkasvd fits the experimental
curve atRi=0. We find that if we integrate up to 0.25 eV
above the Fermi level we can quantitatively explain the data,
as seen in Fig. 9. Given the limitations of our theory this is
essentially equivalent to consider ReFpkasvd for adatoms on
the Cus100d surface for bulk states as a free parameter of the
problem. More accurate calculations, beyond the ones pre-
sented in this paper, are required in order to calculate
ReFpkasvd from microscopic theory.


In Fig. 13 we show the amplitudeAsRid for Co on
Cus100d for R'=9 Å. There is a qualitative agreement be-
tween theory and experiment. In Fig. 14 we show the evolu-
tion of the tunneling conductance as a function of the dis-
tance from the adatom. Once again, the line shape is correct
for short distances but for long distances the line shape be-
comes a positive Lorentzian, in contrast with the experiment.
In fact, in Fig. 15 we show the dependence of the Fano
parameter,q, as a function of the lateral distance,Ri. Notice
that overall result is better than the case of Co on Cus111d
sFig. 12d but the divergence in the value ofq is very clear.


VI. CONCLUSIONS


In this paper we have studied the microscopic theory of
the single impurity surface Kondo resonance starting from an
Anderson impurity Hamiltonian. We have calculated the hy-


bridization energies and wave functions of the model adopt-
ing simple models for the crystal and surface potentials in
the nearly-free-electron approximation. Our model repro-
duces the main features of the band structure of Cu, the
energy of the surface states and surface resonances as mea-
sured in photoemission experiments.


We have shown that the hybridization energiessor matrix
elementsd, calculated from the solution of the single-particle
Schrödinger equation, are strongly dependent on the direc-
tion of the electron momenta, the distance of the adatom
from the surface, and the actual surface where the magnetic
impurity is located. The hybridization matrix elements oscil-
late with distance from the surface due to the interference
between the adatom localized state and the substrate states
ssurface and bulkd that oscillate close to the surface. We have
shown that the surface Kondo effect occurs preferentially
with the surface stateswhen it existsd or with the bulk state at
the Fermi energy that has the largest component of its mo-
mentum perpendicular to the surface.


We have demonstrated that although the surface Kondo
effect can be obtained from the Anderson impurity Hamil-
tonian by a Schrieffer-Wolf transformation onto the Kondo
Hamiltonian, the hybridization energies can be comparable
with the adatom atomic energy requiring a more sophisti-
cated approach that allows for fluctuations in the mean oc-
cupation of the adatomsin other words, the adatom is in
what is called a mixed-valence stated. We have used the
mean-field slave-boson formalism that allows for the calcu-
lation of the Kondo temperature in the limit when the on-site
Coulomb energyU is much larger than the hybridization
energy. Our results produce reasonable values of the Kondo
temperature for these systems and the distance of the adatom
from the surface.


We have calculated the tunneling conductance of a STM
tip for different surfaces in the presence of a Co impurity and
found that for the surface state in the Cus111d surface we get
quantitative agreement without any further adjustable param-
eters. However, for the adatom on the Cus100d surface where
the Kondo effect is dominated by the bulk state with momen-
tum along thes100d direction, we have to add an extra cutoff
energy in order to fit the data. More detailed band structure
calculations are required in order to eliminate the need for
this extra parameter. We have shown that in both cases we
can fit very well the data obtained in STM measurements at
Ri=0 but there is a discrepancy between the theory and ex-


FIG. 13. Amplitude of the differential conductancesin arbitrary
unitsd for Co on Cus100d as a function ofRi as compared with the
experimental datasRef. 27d.


FIG. 14. Differential conductances for the Co on Cus100d for
different values ofRi. From bottom to the top:Ri=0,2,4,6 Å.


FIG. 15. Plot of the Fano parameterqsRid for Co on Cus100d as
compared with the values obtained by the experimental fitsRef. 27d.
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periments when the distance between the tip and the adatom
becomes large. While in the experimental paper where the
measurements are reported it is conjectured that the Kondo
effect in the Cus111d and Cus100d surfaces are dominated by
the bulk states,27 we show that in fact the Kondo effect is
dominated by the surface state in the Cus111d surface and by
the bulk state with momentum in thes100d direction in the
s100d surface. We show that this occurs because there is very
little difference between surface states and bulk states close
to the surface in a noble metal and both states have maxi-
mum penetration on the work function potential.


In summary, we provide a microscopic interpretation for
the STM experiments of surface Kondo effects. Our results
can be used as basis for the interpretation of more compli-
cated situations where, for instance, Co adatoms interact via
direct or indirect exchange on artificial Anderson lattices in
metallic surfaces.
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APPENDIX: EXPLICIT COPPER WAVE FUNCTIONS


For the Cus111d surface state, the parallel momentumk i is
a good quantum number, and the wave function can be
solved from potential Eq.s9d as


csr d = eiki·r i


3 5
emz cosskzz+ dd for z, 0,


A coslz+ B sinlz for 0 , z, z1,


Cz8e−kz8US1 −
a


4pa0k
,2;2kz8D for z. z1. 6


sA1d


whereUsa,b;xd is the standard second solution of the con-
fluent hypergeometric equation,29 z8=z−zim, and kz=p /2.
Inside the crystal one has a phase shiftd, a crystal decay
factorm, and the energy of the surface band bottomE related
by


V1 cos 2d = −
V1


2ma2


2"2p2 sin2 2d +
"2p2


2ma2 − E,


"2m2


2m
= SV1


2 +
2"2p2


ma2 ED1/2


− S "2p2


2ma2 + ED , sA2d


wherem=0.84me is the bulk-band effective mass. The plane
wave function has a wave vector


l =
1


"
f2msE + 2V1dg1/2, sA3d


while vacuum decay factork is defined as


k =
1


"
f2msV0 − Edg1/2. sA4d


The energyE is obtained from the continuity conditions at
z=0 andz=z1.
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We have performed first-principles calculation of the surface and bulk wavefunctions of the Cu(111)
surface and their hybridization energies to a Co adatom, including the potential scattering from the
Co. By analyzing the calculated hybridization energies, we found the bulk states dominate the
contribution to the Kondo temperature, in agreement with recent experiments. Furthermore, we
also calculate the tunneling conductance of a scanning tunneling microscope (STM) and compare
our results with recent experiments of Co impurities in the Cu(111) surface. Good quantitative


agreement is found at short parallel impurity-tip distances (< 6 Å). Our results indicate the need
for a new formulation of the problem at larger distances.


PACS numbers: 68.37.Ef, 72.15.Qm, 72.10.Fk


Scanning tunneling microscopy (STM) has become one
of the most basic tools for the manipulation of mat-
ter at the atomic scale. Although this experimental
technique has reached maturity, the detailed theoretical
understanding of experimental data is still incomplete
and/or contradictory. One of the most famous exam-
ples of atomic manipulation is associated with the sur-
face Kondo effect observed when transition metal ions
(such as Co) are placed on a metallic surface (such as
Cu(111)) [1]. The surface Kondo effect is the basis for
the observation of surprising phenomena such as quan-
tum mirages [2], and has attracted a lot of attention and
interest in the last few years. The current understanding
of these observations is based on the assumption that only
surface states of Cu(111) are involved in the scattering
of electron waves by the Co adatoms [3–5]. Neverthe-
less, recent experiments with Co atoms on the Cu(100)
surface (that does not have any surface state) [6], or in
Cu(111) but close to atomic surface steps (that affect the
surface states) [7] have indicated that bulk (not surface)
states are behind the surface Kondo effect. Meanwhile,
in contrast, the growing theoretical literature in the sub-
ject is heavily concentrated on the surface states alone.
In this paper, we use first-principles methods that clearly
show that the bulk states are behind the surface Kondo
effect, in agreement with these experiments. In the light
of these results, theoretical approaches based on surface
states alone have to be reconsidered.


The surface Kondo effect without the STM probe is
described by the Anderson impurity model:


Hs =
∑


kσ


ǫkc
†
kσckσ +


∑


kσ


(tkac
†
kσcaσ + H.c.)


+
∑


σ


ǫac
†
aσcaσ + Una↑na↓ , (1)


where ǫk is the energy of the substrate electrons, c†
kσ


(ckσ) creation (annihilation) for substrate electrons with
momentum k and spin σ, ǫa is the energy of the adatom
d-orbital, c†aσ (caσ) is the creation (annihilation) of


adatom electrons, and U is the Coulomb energy for dou-
ble occupancy of the d-orbital (naσ is the number oper-
ator). The hybridization energy between the substrate
and adatom is written in terms of matrix elements be-
tween their wavefunctions.


tka =


∫


d3r ψ∗
k
(r)(H0 + Va(r))ψa(r), (2)


where H0 refers to the bare metal surface, Va(r) is the
adatom scattering potential, ψk(r) is the substrate wave-
function scattered by the adatom potential, and ψa(r) the
adatom 3d orbital. Most work on the surface Kondo ef-
fect [8, 9] follows Anderson’s original idea [10] in dealing
with the hybridization matrix element tka, namely, treat-
ing the matrix element as a phenomenological parameter
to fit experiments. However, in trying to understand the
STM experiments, and especially the role played by the
surface and bulk states, these matrix elements cannot
be simply taken as phenomenological parameters since
one would not be able to separate the contributions com-
ing from the bulk and the surface states of the substrate.
Thus, it is essential to perform microscopic calculations of
these matrix elements starting from the electronic wave-
functions.


Microscopic calculations of these matrix elements using
the nearly free-electron model (NFE) for Cu have been
attempted recently [13, 14]. The NFE approximation
has its advantages in analyzing the momentum depen-
dence of the hybridization energies and obtaining analyt-
ical substrate wavefunctions. However, in using the NFE
one needs to prescribe how the substrate crystal poten-
tial joins its vacuum image counterpart, and the unique-
ness of this potential prescription is questionable. Such
a freedom in modeling potential makes the NFE method
unreliable in obtaining the precise surface and bulk wave-
functions. Moreover, we further notice that the substrate
states in (1) are those already scattered by the adatom
potential rather than the bare-substrate states. The rela-
tion between these adatom-scattered states and the bare







2


substrate states is given by:
∑


kσ


ǫkc
†
kσckσ =


∑


kσ


ǫkc
(0)†
kσ c


(0)
kσ


+
∑


kk′σ


(


Ukk′c
(0)†
kσ c


(0)
k′σ +H.c.


)


, (3)


Ukk′ =


∫


d3r ψ
(0)∗
k


(r)Va(r)ψ
(0)
k′ (r), (4)


where the superscript (0) refers to the bare electronic
states. The NFE does not consider the scattering poten-
tial from the adatom and uses the bare-substrate states
in the Anderson impurity model (1).


In the presence of the tip new terms have to be
added to the Hamiltonian that describe the tunneling
processes of tip-to-adatom and tip-to-substrate [9]. The
tip-to-adatom tunneling process is described by: Hat =
∑


σ tap


(


c†aσcpσ + H.c.
)


, where cpσ (c†pσ) annihilates (cre-
ates) electrons at the tip and tap is the hybridization
energy between tip and adatom. The tip-to-substrate hy-


bridization is given by: Hst =
∑


kσ tkp


(


c†
kσcpσ + H.c.


)


,


where tkp is the hybridization energy between substrate
(bulk or surface state) and adatom. The tip Hamilto-
nian is simply: Ht =


∑


σ ǫpc
†
pσcpσ, where ǫp is the energy


of the tip electrons. The total Hamiltonian of the tip-
substrate-adsorbate system is: H = Hs +Ht +Hat +Hst.
For the hybridization energies that involve the STM
tip, we follow Plihal and Gadzuk [9] and approximate
tpα ∝ ψ∗


α(Rt) with α = k, a.
To correctly obtain the contributions of the surface


Kondo resonance from the surface and bulk states, we
perform first-principles calculations of surface and bulk
wavefunctions on the Cu(111) surface in the presence
of the scattering potential, as well as their hybridiza-
tion energies to the Co adatom. As the first step,
we calculate the wavefunctions of a bare Cu(111) sur-
face. Such a surface is simulated by a super-cell of 21-
layer slabs separated by 8 vacuum layers (Fig. 1 upper).
We employ, in the framework of density functional the-
ory, a self-consistent full-potential linearized augmented
plane wave (FLAPW) method [15], with the exchange-
correlation potential in the generalized gradient approx-
imation (GGA) [16]. The interatomic distances within
a Cu slab are determined by the bulk lattice constant
a0 = 3.62 Å, and the surface relaxations of Cu(111) are
neglected because of its close-packed lattice structure.
The calculated work function (4.90 eV) and size of the
Cu(111) gap (5.16 eV) are in excellent agreement with
the experiments (4.94 eV and 5.10 eV, respectively) [17].


In order to further include the potential scattering in
(3) from a Co adatom, we perform another FLAPW cal-
culation, in the local spin density approximation (LSDA),
of 7-layer Cu slabs separated by 8 vacuum layers, plus Co
impurities on the top of the Cu surface layers at 8 Å sepa-
ration (Fig. 1 lower). The potential Va(r) in (3) is taken
to be the potential difference between the surface with


Figure 1: The upper figure shows the periodic slab geometry
of the present work. The lower figure shows the top view
of the unit cell of Co on the Cu(111) surface in our LSDA
calculation of the present work. The Co atom is located at
the center (grey circle). The larger and smaller circles are the
first (surface) and second Cu layers, respectively.


Co and the clean crystal. Using the bare Cu(111) states
within the energy range |ǫ− ǫF | < 1 eV as basis, we per-
form an exact matrix diagonalization on the right-hand
side of (3) and obtain the adatom scattered states. It is
the 3d orbital of the Co adatom that actually participates
in the Kondo resonance. The 3d orbital caσ appearing
in (1) is renormalized by the Cu-substrate potential but
does not include hybridization with the substrate states.
Our current first-principles approach cannot generate 3d
orbitals satisfying both conditions. Instead we can per-
form LSDA calculations for the 3d orbital of either a sin-
gle Co atom or a Co atom on Cu(111) with hybridization
tak included. The latter is not a good candidate to be
used in (1) because it adsorbs tak into itself and should
in principle give tak ≈ 0. Thus we calculate the elec-
tronic structure of a single Co atom using a relativistic
atomic code [18] and use its 3d3z2−r2 orbital as the ψa(r)
in (2). The particular choice of the 3d orbital 3d3z2−r2


other than 3dxy or 3dx2−y2 is supported by Ref. [19].
The theory of the surface Kondo resonance adopted


in the present work closely follows Ref. [13, 20]. The
broadening of the Co d-level is calculated directly from
the hybridization energy (without any adjustable param-
eters)


∆ = π
∑


k


|tka|
2δ(ǫF − ǫk), (5)


where ǫF is the Fermi energy, to be ∆ = 0.18 eV. In fact,
the STM-measured Kondo temperature for Co/Cu(111)
is TK ∼ 50K, which, from TK = D exp (−π|ǫa|/∆), gives
∆ ∼ 0.2 eV if one uses well established values of the
d level ǫa ∼ 0.9 eV [8] and the Cu band cutoff D ∼







3


5.5 eV [17]. The contributions to ∆ from the surface
and bulk states are also investigated by considering ∆ =
∆surf + ∆bulk. We calculate from (5) the ratio of the
surface-state contribution to the total d-level broadening
∆surf/∆ ∼ 0.006. The ratio shows that the bulk states
dominate the adatom-substrate hybridization energy of
Co/Cu(111). This result can be understood by the fact
that the Co atom is still in one layer above the surface
Cu layer, a crystal-like regime rather than the tunneling
regime (that is, the Co adatom is strongly hybridized
with the substrate).


The STM differential conductance can be written as:


dI


dV
−


(


dI


dV


)


0


= a(R)
|q(R)|


2
− 1 + 2 ξRe [q(R)]


ξ2 + 1
. (6)


where R is the parallel impurity-tip distance, ξ = (eV +
ǭa)/(kBTK) is the dimensionless bias, ǭa is a bias off-set
due to the d-state energy,


a(R) =


∣


∣


∣


∣


∣


π
∑


k


tpktkaδ(ǫF − ǫk)


∣


∣


∣


∣


∣


2


, (7)


is the amplitude of the resonance, and


q =
tpa +


∑


k
tpktkaReGk


∑


k
tpktkaImGk


(8)


is the so-called Fano parameter where Gk = (ǫF − ǫk +
iη)−1 is the bare substrate Green’s function. In (6), the
differential conductance with a subscript “0” refers to the
background signal (proportional to the local density of
states of the substrate). Notice, that generically q is not
a real function and can have an imaginary part, Im[q(R)],
which is usually neglected in the experimental fits. How-
ever, when performing the first-principles calculation of
the Cu(111) surface, we found that q can carry an imagi-
nary part. This imaginary part comes from the correction
of the oversimplified Bloch states for metal conduction
electrons. The Bloch states can generally be written as
ψnk(r) = unk(r)e−ik‖·r‖ with unk(r) = |unk(r)| eiΦ(r).
NFE studies on the surface Kondo resonance [9, 13, 14]
treat unk in such a way that Φ(r) is spatially indepen-
dent, i.e., Φ(r) = Φ0 is an overall phase. However, our
first-principles calculation shows that the function unk


can carry a spatially varying phase. Hence, Φ(r) should
then be included in the calculation of the hybridization
energies, which consequently gives the complex Fano line-
shape parameter q.


The STM tip is positioned about 5 Å< z < 10 Å
above the surface in the usual spectroscopic tunneling
conditions. However, when performing first-principles
calculations of the bare-Cu(111) wavefunctions, we find
that the wavefunctions undergo an oscillatory behavior
rather than a smooth exponential decay beyond 4 Å from
the surface. It is known that this problem comes from
GGA in the low density region because of large scaled
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Figure 2: Normalized Fano formula prefactors a(R)/a(0) at


three tip heights Zt = 3.5 Å, 10 Å, 16 Å (from the bottom to
the top). The experimental data is also shown [6].


gradients. The large gradients cause fluctuations in the
exchange-correlation potential which, in its turn, pro-
duces fluctuations in wavefunctions. To resolve this prob-
lem we extrapolate the Cu-substrate wavefunctions by
fitting their values in 2 Å< z <3 Å using the NFE wave-
functions [13]. The NFE wavefunction is then used in the


z > 5 Å region to calculate the STM differential conduc-
tance.


We analyze the surface and bulk-state contribution to
a(R), and find that the bulk states dominate. In Fig. 2


we plot a(R) of three tip heights (Zt = 3.5 Å, 10 Å,


16 Å) as well as the experimental data [6]. The prefac-


tor a(R) at Zt = 3.5 Å is calculated directly from the
GGA wavefunctions rather than the extrapolated NFE
wavefunctions. It is clearly seen that a(R) is broad-
ened and moves towards the experimental data as the
tip moves farther away from the surface. One can see
that our first-principles calculation at Zt = 16 Å (with-
out fitting parameters) agrees well with the experiment


within R < 5 Å but starts deviating from the exper-
iments as R increases and has a node around R = 7
Å. Since the current first-principles approach in calcu-
lating the Cu(111) electronic structure, GGA, is widely
regarded as a highly accurate computation scheme, we
suggest that further theoretical and experimental work is
required to check this issue. In the bulk Kondo problem
the conduction-impurity hybridization can be regarded
as momentum-independent, and the Kondo Hamiltonian
has an exact solution by Bethe ansatz [21]. However,
the surface Kondo effect has a momentum-dependent tka,
and there is so far no field-theoretical approach that can
treat it exactly. A possible solution is to use a compu-
tational scheme to compute the Anderson Hamiltonian
of a surface Kondo effect. In the experimental aspect it
should be pointed out that at large values of R the STM
data is very noisy, and it is possible that the fitting is not
unique.


The calculation of a(R) requires only the Cu-substrate
states at the Fermi energy (see Eq. (7)) while the line-
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Figure 3: The absolute value (solid curve) and real part


(dashed curve) of calculated complex q at Zt = 16 Å as a
function of R as compared with the experimental fit assum-
ing Im[q] = 0.


shape parameter q in (8) depends on the entire Cu band.
We use the calculated Co-scattered Cu states within the
energy range |ǫ − ǫF | < 0.9 eV to obtain the q(R) in
Eq. (8). Since the Fano lineshape parameter q defined
in (8) is in general complex, the experimentally fitted q
based on the Fano formula of (8) with Im[q] = 0 can only
be compared with our calculation qualitatively. We plot
our calculated |q|, Re q, and the experimentally fitted q
in Fig. 3. The comparison of q shows good agreement
between our calculated and the experimental STM line-
shapes for R < 6 Å and the discrepancy for R > 6 Å is a
consequence of the node of a(R) around R = 7 Å.


The effect of the potential scattering from the Co atom
is also studied by calculating the d-level broadening ∆
and the STM lineshape prefactor a(R) without the po-
tential scattering, i.e., Ukk′ = 0 in (3). When the po-
tential scattering is neglected, the d-level broadening ∆
reduces by 8%, and its surface-state contribution slightly
increases but is still small (∆surf/∆ ∼ 0.025). We also
found that without the potential scattering the surface
states dominate the contribution to the STM lineshape
prefactor a(R), which is a drastic change from the case
with the potential scattering (bulk states dominate in
this case). This change can be understood as follows:
as indicated by the surface-state contribution to the d-
state broadening, the surface states without the potential
scattering contribute to tak more than with the potential
scattering. This is expected because the substrate wave-
functions decay exponentially from the adatom site to the
tip. We looked into the relations between the wavefunc-
tions with and without scattering and find that the po-
tential scattering causes no significant surface-bulk-state
mixing to account for the difference in the hybridization
energies tak and tpk between the cases with and with-
out scattering. Thus the explanation for this difference
is that the potential scattering causes destructive inter-
ference to the surface states upon summing over all k.


In summary, we have calculated the hybridization ener-
gies from the LDA wavefunctions of the Cu (111) surface


and Co atom. The potential scattering of Cu conduction
states from the Co adatom is included in determining the
substrate-adatom hybridization energy. Our calculated
d-level broadening from the above hybridization energy
is in excellent agreement with the value determined from
the STM-measured Kondo temperature. Our analysis of
the contribution of the substrate-adatom hybridization
energy from surface and bulk states shows that the bulk
states dominate the Kondo temperature. We also calcu-
lated the tunneling conductance of an STM tip for the
Cu(111) surface in the presence of a Co adatom. Our cal-
culated conductance has quantitative agreement with the
experiments at short parallel tip-adatom distance with-
out any adjustable parameters. However, discrepancy
appears as the parallel distance increases indicating that
a new approach is required for this problem.
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Strongly coverage-dependent excitations of adsorbed molecular hydrogen


J. A. Gupta,* C. P. Lutz, A. J. Heinrich, and D. M. Eigler
IBM Research Division, Almaden Research Center, 650 Harry Road, San Jose, California 95120, USA


sReceived 1 November 2004; published 17 March 2005d


We have observed prominent nonlinearities in differential conductance spectra of H2 on copper surfaces
using a low-temperature scanning tunneling microscope. These nonlinearities result from transitions between
states of H2 with distinct conductances. Tunneling electrons drive these transitions by giving up energy to
highly coverage-dependent excitations that do not correspond to known vibrational or rotational modes of H2.
The nonlinear conductance features can be modeled by extending the conventional framework for inelastic
electron tunneling spectroscopy to include saturation effects.


DOI: 10.1103/PhysRevB.71.115416 PACS numberssd: 68.43.2h, 68.37.2d, 67.70.1n, 67.90.1z


In his classic text on superfluids,1 London considers why
hydrogen, with an even smaller mass than helium, becomes a
solid rather than a superfluid at low temperature. He explains
that the greater zero-point motion of H2 is more than offset
by the greater van der Waals attraction between molecules,
thus leading to a solid phase at ordinary pressure and zero
temperature. Phase diagrams for hydrogen in confined geom-
etries can be quite different than the bulk because intermo-
lecular attractions can be weakened. For instance, it is ex-
pected that a superfluid phase of hydrogen may occur in
small three-dimensionals3Dd clusters2 and in 2D clusters3 or
films4 of hydrogen adsorbed on surfaces.


Molecular hydrogen is only weakly bound to cold, flat,
noble-metal surfaces by van der Waals forces
sphysisorptiond.5,6 We expect that the net long-range interac-
tion between adsorbed hydrogen molecules reflects a balance
between electrostatic repulsion of surface-induced dipole
moments7,8 and a van der Waals attraction weakened by dy-
namic screening from the surface charge density. Thus,
within a range of surface coverage, it is likely that phys-
isorbed hydrogen exhibits gas and liquid phases at tempera-
tures well below the bulk freezing point. A variety of order-
disorder transitions involving gas, liquid, and solid hydrogen
phases have been observed for monolayer coverages of H2
on graphite.9


Here we report excitations of adsorbed H2 that produce
highly nonlinear conductance spectra. Excitation energies in-
crease by a factor of 3 within a range of submonolayer cov-
erage. The sudden appearance of these excitations at a
threshold coverage is suggestive of a phase transition.


Experiments were performed using ultrahigh-vacuum
scanning tunneling microscopessSTM’sd at temperatures of
T=5 K and 2.5,T,18 K. Clean surfaces of single-crystal
Cus111d, Cus100d, and Cus510d were prepared by Ar sputter-
ing and annealing to 600 °C. No systematic differences in H2
conductance spectra were found for these surfaces. The dif-
ferential conductancedI /dV was either calculated by nu-
merical differentiation of the tunnel currentI(V) or was re-
corded with a lock-in amplifier by adding an ac modulation
s1 kHzd to the sample voltageV. H2 gas was admitted to the
room-temperature UHV chambersP=1310−8 Torrd, pro-
ducing a flux of H2 incident on the sample surface. Because
direct line of sight from the UHV chamber to the sample


surface was blocked by a shutter held atT=5 K, we expect
the H2 to be cold prior to adsorption. As the low-temperature
section containing the STM was not equipped to measure the
surface coverage, we quote exposure times to establish a
relative indication of coverage.


After ,1000 min exposure to H2, an STM image mea-
sured at low voltage shows no visible adsorbates on the sur-
face fFig. 1sadg. However, unlike the hydrogen-free Cu sur-
face, ubiquitous noise appears in images taken at higher
voltagefFig. 1sbdg. The voltage-dependent noise is correlated
with nonlinearities in the conductance. ThedI /dV spectrum
in Fig. 1scd reveals a pronounced gaplike feature, with peaks
that are symmetrically placed atVgap= ±120 mV.10 Noise in
dI /dV at V,Vgap reflects two-state noise in the tunnel cur-
rent. The gaplike feature and associated two-state noise are
independent of the lateral tip position. As a result, STM im-
ages of the surface are uniformly noisy when taken at
V=Vgap fFig. 1sbdg.


We expect that the weak in-plane force between a phys-
isorbed hydrogen molecule and a close-packed metal surface
can be overcome by the zero-point motion of the molecule,
with the consequence that the molecule will be delocalized in
the plane of the surface. This is consistent with the absence
of any localized adsorbates in Fig. 1. However, it is also
possible that one or more H2 molecules are confined within
the STM junction, remaining so even as the tip is scanned
across the surface. Thus, the ubiquitous gaplike feature may


FIG. 1. Cus111d surface with adsorbed H2, T=2.5 K. sad, sbd
STM images withR=100 MV. Differentiation along the horizontal
axis and illumination sources are used to enhance local contrast. An
atomic step is visible in the lower part of the image.3 marks the tip
position for the spectra inscd. scd IsVd and numerically calculated
dI /dV spectra withV=100 mV, I =1 nA.
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result from H2 molecules that are physisorbed on the Cu
surface, are confined within the junction or a combination of
both sfor instance, a molecule could be switching between
physisorbed and confined statesd.


Two-state noise in the tunnel current can be resolved by
disabling the constant-current STM feedback loop. Figure
2sad shows the repeated switching between a ground state
with low conductance and an excited state with high conduc-
tance that occurs nearVgap. We measure the fractional occu-


pation in groundsn0d and excitedsn1d states at a given volt-
age using the relations


s = n0s0 + n1s1, s1d


n0 + n1 = 1, s2d


wheres0ss1d is the groundsexcitedd state conductance and
s= I /V is the time-averaged conductance. The plot of excited
state occupation in Fig. 2sbd indicates that the conductance
peak atVgap coincides with a shift in occupation from the
ground to excited state. Because the conductance of each
state is independent of voltage, the nonlineardI /dV spectrum
solely results from the shift in occupation between states.


To learn more about the switching mechanism, we com-
piled histograms of residence times in each statefFig. 2scd,
bar graph insetg. The statistical distributions are well fit by
single exponentials whose decay constants are the mean resi-
dence times in groundst0d and excitedst1d states. The de-
crease of residence times in inverse proportion to current
indicates that transitions between states are driven by single
tunneling electronsfFig. 2scdg. Together with the symmetry
of dI /dV spectra aboutV=0, this trend suggests that transi-
tions from the ground to excited state and vice versa occur
by inelastic scattering.


To develop a simple zero-temperature model for the con-
ductance of two-state systems, we extend the conventional
framework of inelastic electron tunneling spectroscopy to in-
clude occupation in the excited statesi.e., saturationd. Elec-
trons elastically tunnel through the junction with conduc-
tances0ss1d when the groundsexcitedd state is occupied.
Inelastic scattering transfers the junction from ground to ex-
cited state with an inelastic contribution to the conductance
sup, provided the sample voltage exceeds a minimum value
Vmode, corresponding to an excitation of the systemsVgap, for
exampled. We consider relaxation from the excited state by
inelastic scatteringswith an inelastic conductancesdownd and
spontaneous processesswith a rateSd. The tunnel current is
then the sum of contributions from elastic and inelastic con-
ductance channels:


IsVd = sn0s0 + n1s1dV + sn0supsV − Vmoded + n1sdownVd, for V ù Vmode,


IsVd = s0V for V , Vmode.
s3d


For clarity, we treatVù0 with the understanding thatI(V) is antisymmetric aboutV=0. The fractional occupation in the
excited state is


n1 =
1/t0


1/t0 + 1/t1
=


supsV − Vmoded
supsV − Vmoded + sdownV + eS


for V ù Vmode,


n1 = 0 for V , Vmode.


s4d


After substituting Eqs.s2d and s4d into Eq. s3d, we obtain the differential conductance


dI


dV
= A +


B


f1 + sV − Vmoded/V*g2 for V ù Vmode,


dI/dV= s0 for V , Vmode,


s5d


whereA, B, andV* are voltage-independent functions of the parameterss0, s1, sup, sdown, Vmode, andS :


FIG. 2. sColor onlined Two-state noise,T=5 K. H2/Cus111d. sad
Excerpts of switching withV=95 mV, 109 mV, 125 mV taken at
constant tip-surface separation set byV=150 mV, I =1.5 nA. sbd
Left axis: numerical dI /dV showingVgap=108 mV. Right axis: oc-
cupation fraction in the excited state. The solid lines are fits using
Eqs.s4d ands5d with the parameters in Ref. 11.scd Inset: histogram
of residence timess,200 switching eventsd for ground and excited
states from two-state noise atV=110 mV, I =0.2 nA, along with
exponential fitsssolid linesd. Main slog-log scaled: resultant mean
residence timest0 and t1. Lines are fits with slopes of21.0. sdd
dI /dV spectrum where two-state noise cannot be resolved. Data
sopen symbolsd taken withV=100 mV, I =1 nA, 0.5 mVrms and fit
ssolid lined using Eq.s5d with parameters in Ref. 11. H2/Cus100d.
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A = fsupss1 + sdownd + sdownss0 + supdg/ssup + sdownd, s6d


B =
supfssupVmode− eSdss1 − s0d + 2supsdownVmode+ eSssup − sdowndg


ssdownVmode+ eSdssup + sdownd
, s7d


V* = ssdownVmode+ eSd/ssup + sdownd. s8d


Equations5d yields a gaplike feature whens1.s0 and
predicts an asymmetric line shape characterized by a sudden
rise in dI /dV at V=Vmode followed by a more gradual decay
set byV* . This asymmetric line shape can occur even when
sup and sdown are very small, as long as the spontaneous
relaxation rateS is comparably small. Analysis of this line
shape gives information on the spontaneous relaxation rate
and inelastic channel strengths. Because the onset at
V=Vmode in the model is infinitely sharp, it is necessary to
introduce broadening before using Eq.s5d to fit the dI /dV
spectra. We find that convolution of Eq.s5d with a Gaussian
distribution aboutVmode sufficiently approximates contribu-
tions from thermal and inhomogeneous broadening to fit our
data.


Figure 2sbd includes calculated curves using Eqs.s4d and
s5d with parameters in Ref. 11. The agreement between the
data and fit is good but broadening for these data dominates
the asymmetry proposed by Eq.s5d. As a result, the fit pa-
rameters are not well determined. Broadening of the conduc-
tance peaks in Fig. 2sdd is sufficiently small that a distinctly
asymmetric line shape is observed in agreement with Eq.
s5d.11 Switching rates for this particular junction greatly ex-
ceed the STM bandwidths,100 kHZd, so that two-state-
related noise is absent in the conductance peaks. The fit con-
strains the spontaneous relaxation rate, 0.5,S,2.5 GHz,
indicating that relaxation from the excited state is not en-
tirely driven by tunneling electrons in this case.


Comparison of Figs. 2sbd and 2sdd indicates thatVgap and
switching rates vary considerably. Discussed further below,
the two most relevant changes in experimental conditions


between these spectra are differences in the atomic structure
of the tip and in the hydrogen surface coverage. We note the
deceptive resemblance of Fig. 2sdd to the quasiparticle exci-
tation spectrum of a BCS superconductor. Equations5d
shows how a saturable two-state system can exhibit a differ-
ential conductance spectrum with this general shape.


Figure 3 shows that an additional conductance feature
emerges at low voltage as the tip is brought closer to the
surface. For junction resistancesR,20 MV, symmetric dips
appear that exhibitstypically pronouncedd negative differen-
tial resistancesNDRd. The NDR feature originates from re-
peated transitions between two states in a fashion similar to
the gaplike featuresFig. 4d. Dips srather than peaksd in
dI /dV occur atV= ±Vndr because the relevant excited-state
conductance islower than the ground-state conductance
ss1,s0d.12 The NDR feature appears regardless of lateral tip
position and exhibits a variability in switching rates that is
comparable to the gaplike featurefe.g., Figs. 4sad and 4sbdg.
The coexistence of gaplike and NDR features in Fig. 3 indi-
cates that at least three states of H2 are present. Equations5d
can be extended to such a situation by including two modes
at Vgap andVndr or by considering gaplike and NDR features
as independent two-state systems.


In considering physical origins for the states and excita-


FIG. 3. sColor onlined Emergence of NDR. Decreasing the junc-
tion resistanceR=V/ I by one decade moves the tip closer to the
surface by,0.1 nm. All data are scaled byR. The tip height was set
at V=100 mV. sad Dotted lines indicate zero conductance for each
scan. From top to bottom,Vrms=2, 1, 0.5, 0.2 mV.sbd Complete
series with 500 MV.R.100 kV. H2/Cus111d, T=5 K.


FIG. 4. sColor onlined sad dI /dV sopen symbolsd and associated
IsVd sdotted lined where two-state switching occurs too quickly to
be resolved. The solid line is a fit using Eq.s5d with
s0=110.8 nA/V, A=74.1 nA/V, B=−17.0mA/V, V* =0.03 mV,
Vmode=13.3 mV, broadening =0.8 mV.sbd NDR with switching
noise that can be resolved, taken with a different tip and surface
coverage than the data insad. scd Excerpts of two-state noise near
Vndr. sdd Corresponding histogram showings1,s0. H2/Cus111d,
T=5 K, V=10 mV, I =1 nA, 0.5 mVrms.
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tions responsible for gaplike and NDR features, we note that
two different interpretations of excitation energies are con-
sistent with our spectra. In the model presented above,Vmode
is equal to the energy difference between ground and excited
states. However, the functional form of Eq.s5d is unchanged
if one instead considers a “double-well” system whereVmode
corresponds to the energy difference between the ground
state and an intermediary transition state.


In a prior STM study of NDR,12 the high- and low-
conductance states corresponded to different molecular con-
formations. Switching between these states was driven by
inelastic excitations of a vibrational mode. Thus, a higher-
lying vibrational level served as a transition state andVndr
was equal to a vibrational energy. It is unlikely thatVgap or
Vndr in our measurements corresponds to known excitations
of physisorbed or chemisorbed H2 in part because we ob-
serve large shifts with exposure that have not been reported
previously.6,7,13–15To monitor these shifts, the tip was posi-
tioned over a clean terrace anddI /dV spectra were recorded
as a function of exposure timet. Spectra taken with
t,860 min were unchanged from the clean Cu surface. Fig-
ures 5sad and 5sbd indicate that gaplike and NDR features
suddenly appear withVgap=80 mV and Vndr=11 mV at t
,900 min.16 This onset time is reproducible to,20%, sug-
gesting that a threshold coverage of H2 is necessary before
gaplike and NDR features are observed. Subsequent spectra
reveal thatVgapandVndr continuously increase with exposure
fFig. 5scdg. Our ability to monitor this trend is limited by
concurrent broadening of both features. Within our entire
data set, Vgap and Vndr span an order of magnitude:
25,Vgap,280 mV and 8,Vndr,80 mV. Similar values
were observed for HD and D2 ; it is difficult to establish
whether small isotope shifts occur. The STM images in Fig.
6 show the formation of ordered regions fort.2000 min,
suggestive of monolayer coverage. Because neither gaplike


nor NDR features are distinguishable at this exposure, it is
likely that gaplike and NDR features occur at submonolayer
H2 coverage.


The dependence on tip-surface separation in Fig. 3 indi-
cates that the presence of the STM tip plays a role in gaplike
and NDR features. We find thatdI /dV spectra change mark-
edly when the atomic structure of the tip apex is perturbed
sFig. 7d. Thus, the variability in excitation energies16 and
switching rates can be attributed to changes in the apex due
to tip preparation. We have observed gaplike and NDR fea-
tures up toT=18 K. H2 completely desorbs from the surface
at T,25 K, providing a way to repeat exposures without
additional surface and tip preparation. In this way, we veri-
fied that excitation energies and conductance states are repro-


FIG. 5. sColor onlined Sudden onset and shifts of gaplike and
NDR features with exposure.sad dI /dV with R=100 MV
sV=100 mV, I =1 nA, 0.5 mVrmsd. sbd R=10 MV sV=10 mV,
I =1 nA, 0.5 mVrmsd. scd Vgap and Vndr from sad, sbdH2/Cus111d,
T=5 K.


FIG. 6. Incommensurate ordering of H2 on Cus111d for long
exposure timest.2000 min. sad STM image with sV=10 mV,
I =1 nAd. Ordered regions grow outward from step edges.sbd Image
of the same area with additional exposure to H2. A hexagonal pat-
tern is visible with a nearest-neighbor spacing of 0.38±0.01 nm
consistent with bulk solid hydrogen. Inset: fast Fourier transform of
the terrace region.T=5 K.


FIG. 7. Changes in spectra due to perturbation of the tip apex.
sad Initial spectrum upon exposure to H2 showing two well-resolved
gaplike features.sbd Corresponding image taken atV=90 mV,
I =0.9 nA. Graininess in the image reflects switching noise as in
Fig. 1sbd. scd STM image of the same area after the tip apex is
perturbed by physical contact with the surface.sdd Associated
dI /dV spectrum. dI /dV spectra insad, sdd were taken with the tip
positioned at3 in sbd, scd with V=20 mV, I =0.2 nA, 1 mVrms,
H2/Cus510d, T=5 K.
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duced when the exact atomic structure of the tip is kept in-
tact. We note that Cu is the only metal where both gaplike
and NDR features appear concurrently. We have observed
NDR features from hydrogen on Nis110d, NiAl s110d, Pt
s111d, and Ags111d.


Our observations suggest that the excitations and conduc-
tance states are associated with hydrogen in the STM junc-
tion and cannot be attributed to hydrogen adsorbed solely on
either surface or tip. This explains the dissonance between
our measurements and prior electron beam inelastic scatter-
ing experiments.6,7,13,14If a small number of molecules are
confined to the junction, conductance states could reflect dif-
ferent relative conformations among molecules, varying
numbers of confined molecules, or distinct adsorption states
within the junction. Excitations by tunneling electrons could
then drive a change in conformation, add or subtract a mol-
ecule from the junction, or induce a change in adsorption
site. Hindrance of molecular motion by surrounding H2 mol-


ecules adsorbed on the tip and surface could continuously
increase the energy barrier required for changes in adsorption
or conformation states, accommodating the trends in Fig. 5.
Alternative scenarios involving dissociative electron
attachment17 or where hydrogen molecules within the STM
junction condense to form 3D clusters or 2D films are also
plausible. Condensed hydrogen in the junction may exhibit a
variety of density-dependent phase transitionssgas/liquid/
solid, order/disorder,9 or even superfluid.2–4d The threshold
coverage suggested by Fig. 5 is consistent with a phase tran-
sition. To our knowledge, quantitative predictions of collec-
tive excitations in such nanoscale condensates are not avail-
able at present.
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